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ABSTRACT

Two-dimensional numerical sinmulation ita a necessary tool for modhern

semiconductor device design. Analytical models and judicious application

of one-dimensional simulation cannot accurately represent the highyI'" two-

dimensional impurity profiles and structures of VLSI devices. Moreover, the

allowable device structures and bias conditions of existing two-din,:is,.nal

simulation programs are too restrictive to provide the necessary design infor-

mation.

A two-dimensional numerical simulation program, PlSC!'LS, has been

written in order to study various aspects of device simulation. The program

uses vectorized LU decomposition to alternate!y solve Poisson's cquation and

the electron current continuity equation (Gumies met hod). T.i pr-gr:rri is

extremely flexible and useful in evaluating two-dimensionl simulation Con-

cerns such as grid allocation, boundary conditions, convergencc characteris-

tics and physical models.

The discretizatiorf grid is analyzed in comparisons o1" rectangular and

triangular grids and in the allocation or grid points within critical regions

of the device. A triangular grid achieved by distorting a rectangular grid

is advocated as a reasonable compromise between the flexibility of general

triangular grids and the regularity and matrix solution method compit aility

of rectangular grids. A finite difference discretization of Poisson's equ:ation

and the current continuity equation on a trian;;ular grid is presented.

A variety of methods for reducing the simulation time are explored. The

nested dissection grid reuiumbering scheline is shown to provide a si )icant

storage and operation count reduction for larger grids with a slight penalty

in vector operation hlliciency. Fechniiue., ror accelerating tho convrt,'1ce of

iv
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the alternating method are presented which together reduce solution times

by a factor of four for devices biased above threshold. These ,nethods

involve computation of an improved initial guess, elimination of excessive

solutions of Poisson's equation, overrelaxation of the potential tipdates arid

reduction of the Poisson linearization term. Even with these improvements,

however, simulations above threshold still require about four times as long

as subthreshold simulations. This slow convergence appears to be correlated

with slow oscillations of the first harmonic in spatial frequency of the surface

potential in the inverted channel between source and drain.

Two application examples demonstrate the utility of the PISCES pro-

gram and two-dimensional numerical simulation in general. Siui'ilation of

an implanted channel .MOSFET reveals a 50 fold increase in punchlhirolghi

current with a 12/ increase in source drain junction depth. Field depen-

dent mobility is investigated with the implementation of a dibtance-from-the-

surface mobility model.
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Chapter 1

INTRODUCTION

As device geometries shrink in thle pursuit of Very Large Scale Integration

(VLSI), two-dimensional numerical simuIlationl of dlevices gains in iitor-

tance. One-duriicaisional approximations which are valid for low fields and

large lat eral dimriensions NvithI respect to vertical dimiensions no longer apply.

Extensions f) thle one-d(i rnenisionalt theory can he iisefii but (ar tnt a ccuira-t ly

accouint for thle highly I wo-iiniensioltal stru ictutre of' nodern di(evices.

1.) Per-spective

In 1970 ga0e leiicgtli; of' 7 rincrorts were ty1)*I(.;il for prodltioiil (t

chlits [l.1]. Bly I 180 the gate leng-th ltanl been re(lhlcedl to 2 ilcirons id( cur-

rent contriacets for the, t. S Coverinent's Very iligl Slpeed Ci;er ivI(icuit-;

('VIISiC) prograrn [1.21 call for lwrthictioli of 0.5 mnicron tlevices by

The constan1t redu cti on or dlevice (liii lns! ons ,ccni over tlwhe 1 20 e i

'per1)tUd to conitinule to :t least 1990. As the devico lateral d~inii;ioni. havec

come dlown it lt a; become ncces .ary to alter ot It r strt ural ;mil opera ~i ,n a I

Ipararittrs iii ordler Io minit aiin (lesirabie operoiing ('harntr iicsoS. lDevice

sciirgt hcry [I .31 dlestri Iwes how tf)o opi ima lly' a (jtj devicier cI d ien-

sions to Tnininit ize the Short chita iel effects caused b~y sI rotig two- dilininial

fields. I'raetic~il connsider:itions, hloweve\,r, incltidiitg, r,,bricat ut oii ost raiits

arid logic level noi .c iimniity have ca iisedl (esigners to sub-optrntalv scal

ItieT l~aramwit('i>; thus rt-0 a1in gSomie Sliort-cluinielbeair



Figure 1.1 shows a comparison of' the equipotential contours of two

metal-oxide-semniconductor field effect transistors (MOSFET's) which are

identical except for their gate length. For Figure 1.1Ia, the chiannel length

(metallurgical junction spacing) is 5 mnicrons while for Figure 1. 11) it is 2

microns. Note that in both cases, as the equipotential lines near the surface

curve to follow the junction boundaries, they pull away fromn the suirface in-

dicating higher surface potentials near the junctions and an increase, in c-on-

trol over these potentials by the source a1nd dlraini and a red uct ion iii conmt rol

by thle gate. Fr thle long-dma mcl device of (a), these Pdge elfn s ar, ai :111

percentage of the total chiannel lengthI and thus have Ii it ed iiiIIii mce on

device cliaracterist!ic. In the short-channel device, however, the e I e c M-s

ext end th roughout a large perentage of thle channel WeIT and have v strong

nil i nce min the device characterstics. One result or' thiiis is a loner La reshold

volt age than thL a preiloc e( by theory since the stirr[ace a)t cutal is hiighvi-

For a given gate ba.Anot her result is an 11creased seca-itivity of . h oit put

current to the drain bias (drain conductance) due to (hoit conitrcl ex,,erted by

the dIra in on thle surface potent ial iii the cli annel.

Such MIecS are Clearly tme resuJLt of the two-dimminsional st ruct uire, and~

at tempts have been mande to lmdel these erfects analytically. Siesccs

has been obtainied by Au [1,.11 and extenided by others [1.51 to miodol shIort-

chian nel eflect s by using a chiarge sharin;g theory . Tliv e rvsc etmu res of, thiis

Model are shown in Figure 1* .2. The chiarge (omit rolled by thle gale is a vie--md

to 1)0 conitainmed wit hini the tra pmzoidhah regiomi iniimiediit clv bviieAmh the gate

with ime renmaini ng ch arge controlsled by the source andl d1raini rv-l cc I i vcy.

Furtheir, the junct ionms anid deplet ion edge bou nda ties are assumnid t~IIo be

cylinicnnal.

2
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This InolOl' roughly appromm.1itces thle tllrcsioild shifts ,'cn I-, thle cll iii-

lid! length is; reduced inl de(vices lal)Iicatedl 115!'. ?4oeiuvent julia1 loll- (1: tinie!

technfiqlues; hiowever, as device st rucet ures are opt imized f'or short -chi mnel

pet rornince, the assumuptionus made (e.g. cy ind ricA! jun ciions) no longe~r

apply. and~ the fillodll is itiuIlidlat-ed. Thus WithI almrlyt cal IHoIIciulg. it' Al of'
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GATE

SOURCE CHARGE ,-/DRAIN CHARGE

DEPLETION EDGE

SUBSTRATE

Fig. 1.2. (.harg(' slIitgritia odel of Yati.

the mstritoi fadle are v~ilid, then the proper ruuilt,; ill bc oht:!incdsl

however, if the assitiptions breotk (lowiOw t heitle resuilt s will be inv:hidl. 'F'lie

prnia ;olvaiit :qge of imiterjc.1l siniuilat it ol semicoli'loct or lvIse ts I

rev" !1-kimpitionts need to be nwidle. If t here are (,. i iu eror:1 %ditlh rclt

III xCSSi-Vly Large '(ktler fields or altertime conduc~tion path.,;, 1'(i- (uiniple.

tbe Si11itulatioti will acclirately ro'vent the (xi't ence oh the -e effects eveni tholigh

thecy ha:d not been expec'ted. Ihie prirteipal (lisa(vankt ag ofr numericals11 ta

iolt iro humtt there are nou simrphle to t to describe device cuuioit is

niot al Wtys obvious how to -Iterpret tilie results, and a 1i'-'1ific:1it1111 itlt ol

comnput at ion is re(1 mired.

Of course~t, 'Ittemtut"t (li :ii( will beu indc io mod((el new srtlu res.

Analy tical models provide( insight, into thle itter play or evc pa iramtc rs

Which canl het tiscr ill to de'vice de(-;i".1ters~m 1t 1 tets: liowux er, te ituodelilig Job



bccoiiies inc r'n-,i gly difflicult and the( assumrpt ions become more re'st ridt I VC is

device st ruictuires sh rinuk iii size and] become more complex. lit fact, nulI lric. aI

sirmula tion is i nvvitabi v used iii arrivinig at or verifrying analytical miodels.

As an exam pie of tie( coiiplexit V of modlernm devi ce struc(t tires, Figure 1 .3

shows two exotic field ef[fect devices,: a St at ic induct ion t ra risistor [](;I anld

a taper-isolated lvii amic- gainr. NIM coI [1.71. Thel( operating chlaractIeris 

of' thiese dlevices result primailrily front OWl twVo-di IfleTnSl!itaI natu re of I heirC

impu~lrity pro tiles and ldec tric fields. The creation of analyvt ical iiodels-: for

these devices, afppliecilble thrlirouliott their enitire operatillg. 1-i1inie . vwould

clearly be a difficult, task.

For sonlic aIpplicationls, (e.g. circuit simiulation programn')- ('!HIrni(;l r(Ila-

tiolis sluflice lot' explainiii,,g device behavior. Ths orm1 of mmod(deing ilL

fronti several dra\%backs. '~. the Iflolel palralIltJ'rs often ll:ve( it) p)L <sic;i

balsis and iay. only be ext racted [rota mea.sured (litt a d. siicec citc

reg-ion of device opvrat iwi requfir('s :t differciit ('liiical rekt im. it v i'ici

if' niot itljpo"S-lble to ntat 1cl) thev de'vice ('Imralct('C1 1;v '1C> jOth tlio fromt one

reg,,iont to anothler. Going a step fiort her, onle recenit cir-cuit >'Inllatioul pro-

grainl lses; t :ILbls inist cad of closcd l buttl eXprc. .-ioli - for device la:tistC

I .81. Much ph)ysical li-sis lost int Ihi., ittod except inll the tvnnitu: ;oil

of' ho0w to plIetrv the tables. Iil either ca.,(, closedI-lforml expresslolts

or. tables, tuImIierical Sijuutlalt ion cu111 be tused to "'llcrate the required deceC

characterisI. c-,. Nuniriica1 siutilliat ion ailso provid> a signil11icnt oppont lilli! v

to sI ~dY tit be ] cU,'i of' dc\ icecfubg V;Irialdc oil circilit peniVoltlice.

Fu~rthermlore', the use of' process siulliIIlit ion to getteirate the( device profiles

provides tOe opportuity!" to ilirvcth. siuidy the link, l)etweett fa;bticat ionl >1 eps

aid( circuit performiance.



REGION /CCDCTO

(a)

.3. lodrii WO llitZ~~iLi Iice ,tructtimc:()~n i ~lt
traiisi 1 0) () ulper-i--olat ed d., wi~ lic-gaill PAM c.Tell.

l\Vo-dIil11Ielsiolia l nwH-:1t':iTI 111181tioY) (X selit!ItlIctor dI(Viccrs is aI

1-;) Ii ;I l dT( rI('((:;:ir% ,\ (I "[il~tt or A ( i-relit 1r, d I-c i (1, I m1I1)ii (11 c i I (j t'did

(C D'\I) .,> a iink 1wtweNvc proccA5 s I IIla I to rs I41d1I ;i-; St. 'I T, 1"A 111 d 8 .11ci It

simula, tor-, such as S1P1 R(T] I1. 10]. Figre.1 shows; how device sjllllttl

flits, ilio( a total si imifl tio~l 1)liiosoph)y. Tie 'I1,d 1a'F i1I1 loll ol' dev1Ces is

pr'cedled b~y the procvssinlg if' te~st Structkores 811(1 Mc;' uIrcficii of' the one(-

(lirIlIWII'oTI;lli prt proffles,. lDiferecmcs fron dfesired profile \ alY1 e:1 1uv



fed back inlto the process spiecifi cat ionis and t he sequence is ropeated ui l

satisfactory agreement is obtained. 'IPhw device lot wafers are then processed

andl electrical mneasu rem ents are maide frorin whiichi two-d(ill ensjoiial profile

information may be ililerre(1. liecti nal measurements are also ma.de to

(let ermuin iw dvice and( circuit c haraclt rist i c.. Feedb)ack is provide.d at i~cc

lec-] to a]llow opti mi7.:at on of thle process.

TIhe principal saving, in cost '1nd time for Simulation versus act 11,l

fabrication and test in of (dev ices conlies ill process Si 01 u iat ion. 1K pica 11v,

oil(, simuihition of' a proce s u1sliln StPllIM wonuldl take uivl a rew nji s

costincg teni-ol-doll:ir, (10 at mani '-amie comutiter. Actual f:ilyricattion ,, wild

tvypically take se2veral wvek-t nnd (mt t li'usanutlz of dollars. Oblitl,. i lie

saving s re uitiig from the use of -iiIttlat101 'Io re Thsaita. 1lest ttot

is rvctrse1 -oillewhlat fol dlevice alt1d (ircuii -imul,ihotni crl-ui (lC\ ice anId ('ii'-

C11It inie 1 I Ireni Is. l),vicc ;111(l (ircl I!t vI cl ric'tlI :I IasIirc I tut Ii' i.,rlii (1%n

quick and iuitxptnsive tai- 1,s while tOwi co~t of ('.Cim 11itiihtti~i- rotuIl\y (018-

pairAle to thant for prwoc,: siruiulat ion. Lvenl .so. device unn1t It ollbr a

reinendmis advanag over device incasurinent SttC IP 11t((I do rii :ut'

the dlevice first. 'Morenver, sunitultion Iprovid(.- :i detaiiled v-luttotl

vie~v of tim hyic which device iuie: sureiinents canlot provide.

Anrothier .i1lv;1rit age of siliuilat ion lies, ill the f,.t t hi);t it is, o~tll il"Icult to

accurately mevasure 1\V0-(liTu1V1it)idi de'vice strictutre; UI. I 1 . \\lari at tni pi-

ing to analyze or iiilru)ve diVi*CC pe(rl-oanICe, OTiC e U \vIildl:C to MiO:;ir

device profies. In"at. v. here accurate inura,ieiiieits ~r itt 1 itos lhle.

siliil:itioli allows the eng-ineer the op~port uniity to nwiiic thle liuiit et

l)rflleS at!d obSer-ve OWi f't oil device chiar~wcrist ics, thus- inferric"; On li

actual,1 profile siales [ 1.121.

Fiialy inuilatio1 p~rovideS a itiuiCh grea'ter- in1sight in1to tclt ce heli1ivior.
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con(itiols of punclit hrough and spatially identify the poinut of punch Ii rough

Furt her, a p~roposed solution to the problemn miay be simrulated arid it~s success

or failure dietermined.

1.2 History

'Ihel lust (WV of n~umierical siiolatiori of semriconduictor devices ])(-ills

with thw work of Ciirnme! 11 ll 196.I Onl the One-diilliell-iorial steallY-stalle

anamlysils or b)ipolar tranl~s-ors. Ili.s method providlel a ltvo-carricr sohitiofi

Irne,1i1i01: t hattle (01lilillit V and (I lulsport cjul:it ions. were ,:atiibed for luot Ii

holes anid elctrofls. thel( prinicipal con)tibutionl of his early work Wsthe use

(,l a se'llveli;11 iterationl s( lil(i for 01)1 ai ni rig a (ollsist ('ft sohit ioN tot he threec

sets of' ('(111:1ti01IS: 1visoi ( 1 iatioll, anid the li-'ce'and delct on cont inility

(q'qiil lolls. ill hli.- 111(1110)d, oile fir 't solves lXiOis(illalot 01 ol)\ll' by

the, electr1'l a11l llol(' ofltilliijtV (llwtiollS ill :sfICCe .si011. The cycle is 11(11

1-epeatevl. '[lie Sollitiol of ea1ch equlail 11 iid lilfy ill this iliatillcr r,(1: ~Ine

Ililich less xorlk t1 11 :-o!\illg all Cure*-;llta~tsl' eerafl '., however. t he

(on~rgeiee k not as f:ist as till (Iu~ilrati(' collNt'1,,00ne whichi -,In be (dh ;uu1ed

for a ;!il I ll iiolis seZol11oll [1.15j~. Ncvertlic(-:e>. the ainouit of wvork sa ~cd

in (each it ra!me er coni t ;es for 1 he slower cony (r'f '.ii c . h(e

point; will he exalilim'(l ill greater detail in Chapter .1.

De \hiar allalyzecl hev p11 jilltitll iln olie dimension in1 l96S 1. i d

etihiaiweclI th li1T'iiterical ana'lysis calpabifities to inlde tranlsient (OIdhii0115

[1.71 . Ili 1969 Scu(hairletter and(] Guiii p ublishied their work onl the I ra 1ient

2analysis of a H~ead (hiod"' oscillator [1.181. l iismper provilll Ill', :er~onld

ma or advance in) numnerical algorit hirs with the int rodulct ion of ai carrier

transport equiat ion dc(le Z1titi MdhIW1ie whueIih a11W~hllowe largil d gr ill ai g

9



and thus fewer variables. T1his method will bc described further inl Chapter

3. rhew advent of two-dimensional simulation in 1969) lowered interest in one.-

dimensional simulation, thus slowing its developmntii arid foetsinrg its ap-

plication to bipolar devices. The most signjificant works to follow eiiphasized

specific device mnaly ses obtai ned from one- diminrsioi l sifiI a 1,1i . 1ni d at dIle

inclusion of higher order physical phienoneri a) such as band gap) rii arrow.inrg arid

mobility variations [1.19, 1.20]. Selected woi ks in one- di menisimo iaI r:t1

include Gokliale iii 1970 [1.211; IlacliteI, el at. in 1972 [1I.22', and 1)'Avanv-o

ili 1979 [1.23].

Iwo-dinieitsiontal simlailtion appeared Ii the literaitutre iii 19W9 vIt ,i

pul)lceal.ion or works by Keninedy arid O)llreit '1.2 1 26' oil the irriil:;' ma ofW

JI'LTS and by Slotbooml 11.27, 1.28] onl lapolar- tr:ta-lt or,. Pa' dviw of*

short Chiannlel l"IK's ill tltil- periodl was t lie divil nw Faric or f I ('n- dil rat, ioni'

sinII~inl 111ard dtltiO 4 all subsequenclt w~ork \\~;:r'l a '11, ~ s lci-cr

introdluced tWO-diiIentSii~ld tI-i'ansient 'HdY,' ii t71 .29 3 1I anid Mock

pi'eleiitcd his srim retu inctioi, foririiilatiiwi1 of ilie c:!-i ar transp51ort (ljiirlt ioit-

in 19793 [1.3-1].

Thie next ..igiificanlt, (lrvC!Oloitnt Carti ii 19,3 wit 0 th fCIr-i pIM.)~ i,-,1

Of' fiiiite' elemenCt aMnlsiS by11 1INlatel 13,1.36' rolhe,%d ill 1971 b\ R~ifa

L 1.37, 1.38] and] Bit rrla and C'ottrell 1.3o911 11poin

work hadu been hased on fiiite-difl'areice ili:icret iza.ti m -cli('ii' :,itd facir:I,

soi'iaied reel tii''ila grids-. Thre use of' Ii ite ('cle('i -i i, d. ii impet'i nit1

OVer' firflit e-liffi-elitce discr'etizationi with thle ab1iliINy t) it rodel rain1: I~l

structuires and a more efficient, use of' gr-id. Aft holioivli rel alligulur tr d.o

not prohibit the simulation of' noni-reel ingirular si ritt oes [1.121, Ow iii'i-

cal techniques for aeCOmTodalirig these st riuctutres hi~rl riot been iruiilt'iuiiud.

Hence, pr'evious work had been restricted to reel :iriguii ircI mit tie. Tlive-e

10(



topics will be discussed further in Chapter 2.

Developments since 1975 have focused on decreasing programn size arid

solution time while increasing the accuracy of the solution in terms of both

thc numerical algorithmns used and the models of the device physics. Another

aim has been the developmnent of "friendly" user interfaces for the simiulation

programs in order to mnake the simulation technology more available to dlevice

designers [1.133. This progression froin usc of simulation as a laborat ory

tool in developing scmnicondluctor device theory to application in prodluc-

tion facilities for optim-izing device structures is a field still in its infa ricy.

Nonietheless, its application holds great proiniSe ini provi 1 i g thle i nc'rcascd(

productivity niee( for VLSI (&,signi.

Several programs have recently becomle \vilely available eN IK\ LOS. haseVd

onl the early work of Kennedy [1 .2.1"C; ) ~lT based onl Nlock't work I .1 C

and NIINIXIOS, [1.41 all provide ! tvadv-staite solutions I'm e-;eitially vc

tanilar l'lE1 structures. TlWIST 31.41 and (f[l> IA .2, solve only f'or

the (levi Cv pot entials but are qiite (useful for. "iniula tion of ub t h e 01(1ol

aInd p iiridt Iirouigh ci a rcteristi es as well as dlevice breakd(own iilia:rack i s-

tics. T ITis imiiitedi to red angular geoniet ries while (IU\IINI ! wslion-

rect angular structures.

Currently, work is in progress onl two fronts which will provide Valuable

aidl to the device desig-1ner - the (levelopmnerit- ol' three-d(iniiiiaona I si nu Ia-

tion andl thl-e the initroduct ion of siniplific1 fast tw -di nierriorrl sli rula ion.

Several researchers hiavw, 1)11ilied Ir(itirinary work on t hrec-d(iii nsioria

simulation [1.17- 49]. Most notable of these is tHat of But urla anrd Cot nell

withi their ext ensiou or the two-dii ncnsi omal si mulat ion pro-rai11])A

[1.501 to tirv( edimnensions. These sirmu 1:4 tions have shown th~at there are

characteristics of short and~ n1arrow semnicoinduictIor dc cevhich can be ac-



curately simulated only in three dimensions. These programs, however, must

run on large mainframe computers and consume considerable computer time;

thus, they are currently of limited practical value to device designers.

At the other end of the spectrum is the simplified two-dimensional

program of Oil, S])VICE [1.51). This program provides a very fast solu-

tion to the two-dimensional FET transient problem and( uses very little

computer memory. It is limited in the device geometries anid operating

regions which it handles and the accuracy of its solutions require further

verification. I[owever, this program solves a particular type of prolblem ex-

trererily efficiently.

1.3 lICEtS

A two-dinlensional nonimerical simulation program has becn written '"or

the lprplose of investigating grid and boindary condition sensilivit es, con-

vergence limitations, device physics models, and to compare ot1her inmeri-

cal simulation programs. IISCES (Poisson and Single-carrier Con tinuity

Equration Solver) solves the Poisson eqiit*on and the steady-state i ,cctron

continluity eqciation using the alternating method (CGurmirel's algorithnil) on an

IlP- 1000F minicomputer. The program uses a finit e ditferencc dii ;cretization

oil ain irrcgilar triangular grid arid thus easily handles non-plalir stirfaces

a in interfaces.

'lhe pogra im was written for use o field effect transistor, M here a

single- carrier solut ion is sillicient. Field effect, transistors are majority carrier

devicvs and very little error is introduced by ignoring the nimin'oiity carriers

except in extreme biasing conditions such as avalanche breakdo ii. By solv-

ing only the (lectron coinuity equation, ti ime is saved since thi hole con-

12
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tinuity equation does not have to be solved, and slightly faster conivergence

is obtained.

Thle equations solved are:

Poisson V(VV)) n -p -N

Continuity V J, q(Th - GO,)

TLransport .1,, qflflflVy + qDIVn

7) e(;, ,1k

where ( is t lie perinitt i': ity, V', is the ('IcC i c pot enitial, n a id 7) ire, thie free

elect ron anid hole concent rations, N is thle net ioized inipunri v co neentlr:ttion.,

J,, is the elect roil cuirriiit (lenISity /?,, andt G,, are the dlect1ron rocomii aut io ri

andi gelierit ion rates, p ,, is the t'Iec tron miobility D ,, is t1w ci cctIroni (II i-:ion

constant. iIn is the intrinsic carrier 'onceentration. 6,, at1(l Op ;re the eloci ron

aIlif hiole C111:1 Si-Frrui 'el s,11 andi A-7'/1q is the Hi rnial volt iE g.

The ex eCISiOnl of ' fite dififre lice mectliotis t o tri aniii r gr'ids i , ;i mvt'

.31pro.Cli for seIuiicoliilnctor dhevice siimilationi ;iltliouigh it li.is blii pl(I

iii otlier ficiis [1.52]. hIcgiar triangular grids possess; de -IrI' it atre

for semlicondulctor siTiiiiiiationl iluciding tile .1i)iiity to coltiiii to ir:ia

shiapes anT(l tw eCapawcity for- lo'aiI grid reflinTicuI withou01t iiiige-'>e

grid eswee lhs same atlvailt ages aire thIie drin g 1a (I ous whik! i

resiult ed inl thle developrilieut of' fiite ('lenient ,;'111i11iators.

' I' PISCHIS prograrii also cont1ains user orieted feat lures which iu~crc:i.se

its uItilit Y. 1isi lug hOle iniplii parser and gra 1 liics initerracte routinles deve loped

for the (;l';MiNI Iprogrriui, lPlSCl'S provides a flexible, friendly ui'-er illit'ce

For both; illput anid ouitpJ)ut. Iw.o examlflpes of contour plot out p t f'romi

PISC S ;irc shown in [uiguure 1.5. lF'u1lipotelit1 i.1i contollui> a1rt 'llmo\ I ou' :1

13:



typical short-channel MOSFET and for a MELSIET. A complete 1P1SCE'S

simulation exaTlupic is provided in Appendix A.

1A1 Overview

'flue ot)jective of' this work is to aid t he developmnt of device siw inlIa ti o I

by examining various aspects of the problem. A ver-satile two-dimen'rsionlal

simuilation pregrain has been developed inl the course of this stuiidy . 'Tue( ver-

s t iy is achieved through choice of grid( and( discreti zation sc he ii is wiceh

allow siillrit ion of miodiern, highly two-di mensiol 1, noii-plalialr sellicoittli-

tor tlevicces on a i Iicoin put c. Thle utse of a mniniimu in um be r of gridI poi nt s

and ypjili catlon1 of' several novel conve-rence accelerationi tech il ques reduces

Solu.tion timles to praIctical limiits.

The effects of grid Oil two climnrsiolm il unerual Silwilat ion of, s:(fluicon-

duct('1 devices lure (lisclussevl in Chiapterc 2. The various typc of' grid 11-c

pres-ented and t heir applicability to device struet ures and solut ion iiiet lou~s

are conisid ered . Thel( tra dcolT or numiber of grid poitts vers ils cornip! c,%iit

or A ,Iitioi iiiet hod is add resedl Reqirements for hiigh gri~ldi i I i lo-

ceili'ied reg-ions are also vOTI. ideredi. 'I'll(e chiap I) r co n cs It idc Ii a i d- us-,

smior of boundary coiiditioii sPTnSitiVites an1d the reyj li 1e01 enltS for acui'1rat e

diiscrnt izaflon of impurity profiles icluding lateral ext elons ol' source amd

drain regions in the simitilat ion wvindow.

Ftinite diffh'renlce discrctlznt ion on anl irregular liinnoliar gridl is thle Sub-

uc t, of Chiapte ci'3. 'Ihel disc retiz at ion and l intearizat ion of'Pl0 I uSus ejui a't ioul

with carrier st atist;1ics conustrainits is derivedI incilding i ie( spieciali caie( or ds

cccliz'ation when the grid coitai us ohbtuse trcianugle',. IDiscret 1.it oion of t ie

electrton couttiutumlity equat ion i also (lescrii)e(l. lie inoi-exnit elie or :ini cx-

14
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act two-dimensional equivalent to the one-dimensional Gumnmel-Scharfett(,r

scheme is proved and a quasi-two-dimensional discretization is described.

Chapter 4 addresses methods for solving the discretized equations.

Techniques such as the Fast Fourier Transform, the conjugate gradient

method, and relaxation methods are discussed in connection with solving the

matrix equations resulting from the discretization of Poisson's equation or

the continuity equation. Methods for reducing the amount of required coni-

putation by renumbering the grid are examined. The various ways of solving

the set of coupled equations are described with emphasis on the alternatiiig

method and its convergence properties. The convergence rate is shown to vary

with device operating conditions and with carrier mobilty. Several met hods

of accelerating the convergence of the alternating met hod are presented.

Chapter 5 presents two program application examples. Th.c first is a

typical application in device design in which ptonchthrough current is shown

to vary greatly with a change in source/drain junction depth. The second ap-

plication concerns mobility phenomena observed in strong inversion. Both of

these applications demonstrate two important benefits of numerical analysis

programs for semiconductor device desit;n. First, these programs can be an

aid in developing and/or proving theories about. dvice behavior. Second, no

a priori knowledge of device operating conditions are required. ''his is in con-

trast to the analytical modeling case. where the proper analytical model must

be chosen depending on the device region of operation (c. q. stibthiresh3(l,,

linear, breakdown).

The conclusions of this research and recommendations for further work

are contained in Chapter 6.
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Chapter 2

GRID

The execution time and storage requirements of two-dimensional semi-

conductor device simulation programs are directly dependent on the number

of grid points (nodes) in the discretized analysis space. The number of equa-

tions to be solved is generally linearly related to the number of nodes and the

number of arithmetic operations required for the solution is proportional to

N" where N is the number of nodes and a is somewhere between 1.5 and 2.

Reducing the number of nodes in a simulation is, therefore, a matter of' great

importance.

2.1 Grid Types

There arc two types of grid which are of interest in two-dimensional

device simulation: rectangular and triangular. 'Within each type there are

variations which have substantial impact on the number of nodes and on

the solution methods which can be used. Figure 2.1 shows several of the

principal variations. Figure 2.1a shows a regular rectangular grid in which

the grid spacing is constant, although not necessarily the same, in botlh the

vertical and horizontal directions. This grid has the desirable feat ire that

the discretization coeflicients are constant in both directions so storalge is

minimized. It is also the grid on which nearly all numerical analysis theory

is based, thus it was the grid used for most of the early work on d(,vice

simulation. This grid is suitable for any of the solution methods discus (ed in

the next chapter. Unfortunately, the semiconductor device problem requires

17



that the grid be very fine in some regions of the device, but not necessarily

so in others. Therefore, the constant spacing rectangular grid wastes a lot of

nodes in regions of the device where fine spacing is not required.

The semi-constant spacing rectangular grid of Figure 2.1b partially

resolves this problem by allowing the grid to have variable spacing in one

dimension. The savings in grid are not substantial, however, so this grid is

of no great consequence except in its applicability to Fast Fourier Transform

(F"T) solution techniques. The uniform grid spacing in the horizontal direc-

tion supports a fast solution to Poisson's equation through the use of the FiET.

This technique, its advantages and limitations, will be discussed further in

Chapter 4.

The most, common grid is the variable spacing rectangular grid of Figure

2.1c. The grid spacing is allowed t.o vary in both directions, yet the coefficient

storage required for an rn by n grid is only on the order of m + n. The

uniformity of the overall structure allows ror simple, straight-forward, easy-

to-program algorithms for equation solution regardless of the solution method

used. The sole disadvantage of this grid is that it is still rather inefTicient in

grid allocation. Fine grid spacing at any point within the device results in

grid lines which extend this spacing throughout the device in horizontal or

vertical bands.

The grid of Figure 2.1d is a special case or a class of grids in which the

grid lines are terminated within the simulation region of the device. The

uniform horizontal spacing of this grid and the fact that the spacing remains

uniform and exactly doubles as the vertical grid lines terminate means that

this grid is also aplicable to VFT solution techniques. A more ge'neralized

form or this grid h;as variable spacing in both directions and grid lines which

may terminate in either direction. This is the type of grid used by Adler [2.1]

18
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in his simIlulation of t hyri-st ors. This grid is o)v iouslv fl'xi ble iii its ability to

place regions of coarse and bie gridl tliroiiglioit the device. The p~rim pal

shortcomning of this type of grid is that as thle numb er of' terrii0at ig" gri(I

lines increases, mnost of thei advait age of rectangular gridls (i.e. s;iai sto)rage

anid simiple algoritli ins) is lost andI one may as, well use aI t rianguila r grid.

Thec triariga tar g,,ildi of' Figure 2.1v is based onl a reel arrgilar grid wich

has beeni (list orte(M so t hiat it con forrns Wvit Ii featu'res of' t he d'oevi ce d (i, a t oi a , Is

arc added to divideu each recta ogle into two triangles.. Th is grid hi' several

de~sirable featu'res. First, the uindorlving rt'cti,wi Ear ,ridl is easy I'on: a uer

to Specify. Mioreover , it is nlot di Iii n t to speci IV opt'rat titll., lik 1 i Iiort

the -r'id to the dlesiredl shape. Secotild, tllis- grid ret aills its reel angulaIilr

Conofectivit V and( thius supp~orts simple soluition nimet od, s uch al.; limt 'eno

tvcliziiae- and rinaintaiiis. a N\\elI lind moat "ix st Iret uire. Oil thc tncl' atiye

sideC, e:eh nlode hasI a uliuiie set of tli ietiiat ioln t'ellhie'lt s 5 tlia n r

for ani Itt be 0. rTi~ is On the oarder ol1 mo. the zmi ubu't of' nodes. A!mo Itwr

dillictilht wilt Hli- grid is tlil( inl regi.'ons'a gm di storlionl, the 1ria1udob-~ 1r:1v

becomle tiivilbyobtuse;. T'his condition 'Aiould be a 'aided if po. (ble.

F'iiiallv, thle colipletely -,vncr:Jl trjiiir o-rit of'iie 2.11' '1-1, mo)st

efficienit girid alloctI Ioni inl number of' notle. Spacl-in my be maide :,xki: racily

Filit' o1 i- l rse ini aii local re'gionl with no global ('xeepl thaXcc t t11 Ilie

the orde'r of' the inrrmber of' lnties in. Thie reg1:. tiar itl ir'e of' :)I prcviouiS

gids is lost, hiow.ever, so thtI lintl' "ohiit ionl ttehiitlircs aIre nee :1i I!N le-s

st ruct urcl. 'lh('llS program wais written aissuming, Ihis typo)( oF grid;

hlowever, the grid geciierat ion p oi of' thle proagraim geimeratets I h' Irmore

structuired gridl ol' Figure 2.1Ic.

hhi'( tisissiorr of vridh Iv pc' to t Iisl' ]I;,. )thisati'l 1 ulf~Idi of'
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(a)()

(C) (d)

Fig. 2.2. Oeirl:ivirig grid onii on-rev? angular st ructures.

.I rec;)ciangIla st ruct II * It regions of' ar in it ci'rnl 'ol d(n-ji 1 A

more rea list ic cas fi or s( I i CI 11 Cto 01deIV ie siniii T 1 1 oil is, to ail 1(' -xh1e dv i(,e

st riict ITre to hec rio n- rect ; gti ]I r. Tis is m iii dait )I-\ tfor I lic i nodler IT t \\ci-

(lmilsil..ii df(lviceS dcl -: cd~,~ in Clipt i 1. Vlii- 2.2 slo%\ :. looi' m1(1 lhod

of' oerlaying a grid On a IiOTI-reVC1,aniil:ir Aru'icl ire. The struct lrc 11mvil

the sourTce region of' an 1l HT1 l' with It., overly in t apered oxildc.

InT Figure 2.2a~ the taper in the oxide is simply ig-,nored anTd t lie dC\ ICe

is ass linlel rectangular. Thec imiplicat ion is that, te IT' 41ect of' t lie portiion of'

thc e Ivice olit"iO of' the simulllationr reg'ionl is iii'iicn.lIi> eli;l\
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is not a good assu rnption although nearly all simiulation prograIls usinr the

finitc diference metlhod have used this type of simulation region. Making

this assumption also requires that the insulator be modeled as a planar slab.

Progranis such as CADDET have taken advantage of this with the further

ass umption that the electric field in the insulator is one-dincnsional. These

assumptions simnip li fy tlle simulation process and allow a Iflore rapid, allwit

less accurate, solution. Also, le F'1T method mentioned carlir (10'II;I lds

this type of grid overlay since ii requries that the grid must he

with u iIor Im horizontal spacing. In addition, certain physical p:r: mees

such as permittiviy i m st be coiltiant al,,, .1 V. hiorizoi!il grid line, iniiting

all matcrial interlaces to be planaur surfaces.

iuie 2.2. )ho an overlizy all crnalive in which the rect, uL v rid

structure is maintained at the expense of wasting nod:l; which lie i. .t I

to the duvice (i.e. in the space above the thin gate o>:ide). This ;!pIp':rs

to be a useful approach when using sollItiop algo(it)Im.. which d{,'l,, n

a recl agular simuition region. No application of dhis type of ,:Id has

been fouind in the literature. When tlie solition ;algoril ills do not r"'tuire a

rectangular solution region, Ihc nodes external to the device may b, it nord,

and the -,rid of lVig,re 2.2c results. lii:-; is wlie ty)c of grid i : by tlhe

GI-EMINI simulation program. Note that both grids (b) and (c) r, lire an

increaed grid density at curved boundaries in order to accure y r.,present

the bol,,dary shape. Finally, the iully conrormTing triangular grid of l'igure

2.2d provides the most accurate simulation with th minimum nnimer of
! node..

22

I



2.2 Grit] Denrsity Criteria

Given a flexible (lisciretization grid, oil(, muilst t hen have a criteria for

tile proper placement of the grid po ints withlin the simulation region. Ini

senhlcondluc tor- device simiulat ion, there are, two principal driving factors:

acc urate rep~resentat ion or thle pot (lii:il and( ac ii rate r('presen ttion of' t li

net charge.

Ini the disc r('tizat ion of' Poisson's equation, thle as mnptio ii is ini~de th at

thle potential varies linearlyV bet ween niodets ( i'. lie, (cci c fi?' is; co ri-tnt),

thus the grid spacing nmust be ina.1de sufficienitly S11111l inl v:oi dir-ectloin So

that a piecewise linear ;i)1)roxinilatioii to the rile coutjiiniouil ' is

sufficieintl acetit e. This. imle tln: t ie grid iiis'. be lie fiins'. in re ,ions

of high etirvat nrc of the p~olt('ntial. 1"T0111 Pl oi:oliis ('(Win'. ion,. it I, eas-ilv Seen

that, regions of high, cui-vatmtie of tiie pot en'. al coriespond to it-ionis of highi

nect charge (density,
a2  a2

+ -- - , - ) i ,'

['or ICFI"Es, the( net charge may be lar-ge in the sirie i!:%-cr,-ion Le

where, t here Irelarg Jilil--o of, ree car-riers or ini ('pet loul !nC"is %-FiS

ionized iniplrit it's dominate. Vertica gr-id spacing in the mxe.inlyris

typically .01 /111o less 'Athe mrace. Net'ral:i ions o,: ,-hv- ill

(10o)('( WithI impuritties. (do not goniermily require' deiise grid conceit. rti1011

unles-s t here i some11 chazi1ctfa 11 ar11 ; depletion or :i~ii'i~it'iyorcili,

there. The 'Idceqiacy Of a part icilir girid Sfjncinlg, for a givvn pi-,Thh'ii rmy

be detcrniincl qualitatively by plot timng tOe potcut ilf ver-sks d1i irice, in thle

deCvice and olbs('rVilig wvletdlie or not. thle jpi('cewise mim ir of' 1ih' pot etit ill

aipproximation is ev ident. 'I'le samne cl ck maty 1e porlrorii Ip qut it ati vel

by cotmaring fir'st, an1d second or-der polymornii~t cmiry(' fits, to H ie discirtc
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potential values.

It is also dlesirable that the total p~otenitial change beCtween nodes not

be too large. The criteria for potential changes lbet.ween ntodes (1deeids on

the device characteristics being simulated. For example, Figure 2.3 shows

potential plottedl versus lateral dlistance along the instil ator-sentii coridi le(t or

surface for a device biased in ptinchthrough. The source is at the left, the

channel region in the middle, and the drain at the ighOt. For this bias

condition, thiere is no iniversion layer and~ conduction is impeded b~y tile

potential barrier near inid-clia iinpd. The barrier height is st roiiglv comt olvd

by the -ate; however-, it is also und~er control of the d rai i by vi r tt or c the

large (traint bias. Thel( (drain current is proportional to e"' V1 VT whIe rre I~ iS

the barrier heighit, and V , is the t hermial volt age (approxiitt (i 20) ijill ivolt s.

Tihus, a 10 millivolt error in I li,, sirnnlil'd barrier height can iw.sul in ani

error in thle simulated p unchitlitrotigh i mreit of nearly o 0Y(C(hIu il grid

spacing and( (device profiles. As cant be eeif) inOlie figire, thle pc eii I d (rops

approx6inately 3 volts in .3 Imn near the dr:iirt: thereFore, thle horizon! il -ridi

spacitig iii this recrion riiist be fill(, enouLght itit less than 10 mtilhi',ols error

is 1ma:de inl (iscretl/i.lg the 3 volt dIrop). Ant error of 50',' ittshti iehh

anld pirnclthrorerli curlrelnts is typical for panriai r lo'ritn dle to this

sensit ivit \. I\ siiir situniat mu eists for av:ilance Ibr':tkdowri noltis

whevrv lorgec volt age d (ropsi exis4t :,erw~l short (littamtees. Iliil; cmie.hoevr

one is gelier,1ihy iii,', it (creslo il Ow tl volt.:tg'o .0 which }l('ltl0W'1t octis, llt

in arc uit e siuTiuihation of' the cu-rent near bre:ikdown . Thie volt a c :1Ceiir~iCv

requi redl is also not critical, twirig oii t lie ordler or a few perceltt . lie volt age

dropI per grid space tay , thi'rore, be la n ir ge. hoitmiat ui, etirrelit

are itot a.- sensitive t~o voltage errors in t li linear iiid -,it ural ion regins oh

operatimu where aeunratc C111curret esti.iunilt s are norlml! requlired.
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Fig. 2.3. P ot ent ial along t he iiisiil at or-sc(ii iicott duict or irt erfacev for a i c
Inl pillIclithrc()iigh (V(; =-AV" , 1 3(; =31.', Vs OV, ID = W),

If the regioni of igh charge density is very tin then the change,, in

potent i a! across that reg~ioni Will. be SIMal ill spit e of thle I al-ge ( n rvat i-c

since poi ciii i t 'k proportional to the s(cori(lit('11 or chi arge Ilihi ':e

the ret uir( cnln for a-cu rat c repri-esent .ion of'tnet cli argo' d C a('c thle ;,rid

(lenity reqi i-c. Tlis is ty pi cal of surface iulver.3iOil layersw Micrc moitOheI

ch arge denisities may vatry by severail orders of innagn iti d over t (lis4t aiica or

.1 p rn or less. Sirice IG Ii A (drainf i crienit is prolportioil ! fo I)( je iera Ij of'

chliniel clmirc vertically rron tlie iwiiaiator to I lv Ieiltral Iullk, it rollows

tii t, one iineeds a fi ner grid in1 i-iolis of high1 11et ehirg(' c(-ciltrat lioll t1ii1an

in regions of' low net, charge. That. is, a J OrY ei-ror in nIlohi Ic t-ii al-ge at a1

1O19 (.11-- concentratilon near tlie suriface is muc~ih miore sin hathIlain a

W/O% error ill iiohi le charge at a 0cci on cciitration :-~v:i.v froil thle

.surface. Tb l(, for-mer wonuld ca use a iieai-y 10"( error ill (liil cuirrent, ' Ndi Ic
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the latter would be insignificanrt. Actually, the difference is riot tis great.

The effect is tempered somrewhat lby the fact that as the charge conceirtrat iorn

decreases away from the surface, the gradlienit decreases also, spreadinig out

the lower concentration regions. Thus the current carried by the thick low

concentration regions away from the surface. is more nearly equarl to the

current carried by the thin high concentration region near the surface.

In addition to inversion laiyers, accurate representation of net (lirrge is

also ii uporta nt unear inetalh i rgicai junctions. Sinrce the jin c ions -,%ill gvnernlly

be depleted, the net Impurity concentrationi is the (Irivi- rg fctor. Althloki-gh

the net concentrationr of impu ri ties at the jiinctioir is riot Ii igi, t lie com(('lt ra-

tion graidients near the j unct ion generally are. A fill( grid( is re(jiirie( , there-

fore, ill order to acculratecly represecnt, these steep graoient si and to loc atec the

juion111. igure 2.1 shows a 1) ISCi ES grid wvithi fine sp a cing- norrinal to I he

srrace In trire ca I el reion knid norimal to the jir ct ions arni 1( tire s oirce

,in(1 d1rauini regions.

A n ai(Idditio n al p)oi i ut wvit I I rega r d to) t hi( cev u r at e rep1r-( een t at ionI or c)i :rrg

concerns t~reallocation of imipririt ics in ai volururre to tire fiode represeiont rigta

Volume. 'lvpical, thlr inmplrity dlistribuit ion iimIt to a olevice iicril

progra ii is eval uat ed at each (liscre(t izat ion niode aInd ti rat Value is a s: i ('(1d

to tihe node. 'he I ota 1 chiarge wi thil 01:t1t. node's voliurine is tl Ii odl0( ict

or' thle volii nie and~ the assigne cljii ip onirity corucenrit tion. )I) regu )ji of1 lowv

concent ration graolieit's, this; nic(1110( is sah~~ctr;lowever, ini rcgiouis of

high conecentration gra' dlilt s, siYriil i rors inl tot:il ineral e cha;rge

uray occulr . A bet ter niet hod , thi(rrore, is to i utegraite tire ill p it ii-irny

an averaige iniptirrify (ouldent ra iot. InI htis wv~ly, tire totAit rt oul iipirr-ity

Chrarge' bille ;i((iii-rat r('p tepuo"-('d. 'Isrrthr u~yalw arc rc

26B
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Fig. 2.4. lPISCHES grid fora IF11'T.

spacilig ill t ie i lictioll areas or thle device.

2.3 oiia ry Sensit ivit ies

One of tlhe critical ste(ps ill devicesTIjultiOri is c11 0ioitig theC SinILilitioii

region. ri iis regioin mus,,t be chosen sit ficie nt ly a r-I so t ilat t he :Ict ive re'ionl

or' t he d('vi ct is ac cii t ely represented :ind( is isol :ctd fro~i the deletvriiolis

err'et, of tw liiiiiiiiationi region bouindary. In general, (he simuitiltion rceg in

11111,. Ib largev enIoujgh that aniy fun lier itiwreasc iii sime Imis nIo effc onl the

results or' thle si ri!atIon. This ik a chiec k whic h may be used in prac tice.

Oin (te other hiand, tClire is a coitifet ing deieto 1ke-ep thle si izilt ion regiJon

small in order to redfuice COTr put atjon ii i ueanrd memory size. Al1so, thle bound-

-try coniitionms t heinsiisles iiust, :i *; u ra (elv represenit thme conidition.is at t hi
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DEPLETION- ----- .
EDGE

SUBSTRATE

(a)()

(c) (d)

li-. 2.5. lBouniiav condition s cn-,1tivitics inl the linear region; 1'; 2. It'
11'3(; V - 01", anld 11D =.0IV.

coilf:iets to t he device. solmel device sirnmirt ion prograis nm!;v iyilvn

asstuillltions about these bouiiidniy Conditions which great l' reduice ti( comi-

purtation I iuc at thle expenlse or red Uccd accunracy inl the (dilo.

Figure 2.5 slrowzi the results of four i~isciLs simiiintions. e:wici using

a diffucuot bounidary cond~ititon eqluivalcut to I hoa;v ii n no 0hr §1,iu)lI;r i oin

lprr iris. Thie simnulat ion regionl was elos('il to be rev I :n nigur I iiall 11 our

cases iii order to maintain cequivalency. The device sil rirted is :mi N\IOS

FE WvithI a metallurgical channel length ol'111Tmn, galerng hr of .111 (except

igre2.i5; substrate dloping of' 101)' cii f)(1 rda xd uriso

1 00 A.
irInFgire 2.5a the soinice aid dra)in regiJons are1 .I)'l)Wouulat ci 1).% vlt icAi
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Fqg. 2. 6. I-l eral imipuruty profile oi the seilcomnctor surl'ace.

biounda~ry (OOt:IH 1s /11 iiui lp as lusecl iII first gencr~lt ioni sili il:1tion proigr:iilis

[2.2, 2.3[. T1he p)otential :!pliicdl to hlis contact i., f((lice1 sli-itl\ f'roli thle

ext ernial bijas potenot ial to aCCOln t frl tlI he pot lI (1-1 dpW hl Ii CC~ *WI'0Scross

he~ depiet ion region inl tIv ielivlY (lpd sidle ot' an abruipt junrct ion. III

Figure 2.51h Ilie source and drain rr,,jo(ils are a pprominted byli uil 'iuiily

(loped rectmaiguir region at 10 ", cm l-:. Fach regiJon is I ill dleep and I pmn

long. Figuirces 2.5c and 2.5d hot Ii I axv Gau11ssianl so urce and (11 rain proli les wit 11

peak conicnti rations of'~ (ll" and1( Lit eral and vertlical jilict ion dept us

(if' I puni. Thc only (lilielice in thesew I wi si riotuires is ill t li' :lccilrac of'

represent atiton of the sourceV/drain profiles. In the grid of I'igiile 2.,5c, t here

are on]) ly our ve~rtical grid linjes in the soilrce/driini while Inl the gridl of ''ie

2.5(1 there :ire( six. mhe coot in noils d1oping profille andl the gri spaici ii s 'Irue

shownr in 1'igu ri 2.6.

fin tw ld (irect cont act. caise, Figure 2.,5a, (tll ejllipotlnt al lilies arpidlldi
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away from the surfacc at the edges. This means that the surface iotentii

increases near the source and drain and the surface is more strongly inverted

there than in nhid-cliannel. Note also that thl( eiiu ipotential lines (d0 niot

flatten out in the channel region but curve downwards along the entire

channel length. This indicates that the lonig-(:hiannel aistumption of a one-

dimensional pot entijal gradient in the channel does uiot ho ld and( thle (levi ce

will exhibit short-chlati el characteristics (i.e. lowered tliesliold arid( inucreaised

d rain conductance). The equipot ential curves of the rect angular son rce/d rain

structure are nearly identical.

In contrast, the Gaussian source/drain structure of liguire 2 .5c hm- a- ltter

equiipot ential lintes in the cli an el region which (10 niot pull awviv from thle

surface as, rapidly at the ch an tiv edlges. Si ice the Si r 'ace is lc>-s '-Irlr igly

invert ed the drainz cu rront ilil be sornewba It less. The ecpii potc(lit al1 lilne-,

or thle liner source/d(rain grid spacing st ructunre of F'igu re 2.,5d aire riarly

The (1min cuirrent f'or all four structure-cs is plottIed a s ai fi net io i of gate

volt age ini Figure 2.7. The ecurrent s were eval iat ed for ga;te ',olt a ge'; (1l .6iV to

2.4V at .2V intervals, which accounts for thl icceie c ntirmioii.S fi 1 1, r, ,

of the plots. The chiaracterist ics of' (a) :11id (b) aIre ide llical but (1l hroi

those of (e) andc (d) wlich are hienisel yes ilint i cil. Iii e expe(' Ied va ri it loll ill

drain cuirrent is seeni to he a pp roximtely a factor of two at. large 1"a I In i"Vs

buIt( ficeaily ani order of' tn:igruit Il(11 ill t Ie siliht liesliold rcim.The etpui\ :1inc

of the dirain currecnt lotr struict ures (c) :ild~ (d) imlplies, thait an 'icciir-it

relpreelit ation of t he sollrce/(lrai ii impurity profile miay riot he as, iliport ant1.

as representing it.:. general shape, partietilarly in thle vertical direi I nn neair

the chiantiel. Note(, however, in Figuire 2.6i th~at. altl ioigl Ilhe two jgrid -::picings

difl'er, h~othI have :i niode exactly at the Junctioni which !;erves to :iccliiratelv
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Fig. 2.7. Current sensitivity t~o boundary conditions in the sublt hreshold and
linear regions for the structure,; of Figure 2.5.

locate the junction and thus fix the metaillurgical channel len gtb

Figure 2.8 shows the same four struct ures biased in the saturat ion region

of operation. The pinch-off point is clearly visible as the point along the

chan nel where the cquipol ential lines become perpendic ular to the ins uiiat or-

semiconductor interface. To the left. of this point, the elvetric field forces

eloctrons toward the surface into the inversion layer. Tho thle right of thle

Tpinch-off point, there is rio inversion layer and thle electric field tends to spread

out the elect rons as they travel to-ward thev drain. In St rid ure-s (a) a rid (b) t [he

drain region pushes the equtipoterlti.)d lines down and to the left moving the

pinch-off point to near rnld-channel whereas in st ructures (c) and1( (d) it is much

to the right of center. The distance from the source t~o the pinch-ofl' point is

the effective channel length and the channel length modulation caused by the

p~inch-off p)oinut moving to the left, gives rise to d1raini cond uct anice. Obviously,
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Fig. 2.8. B~oundiariy cojidit ionsnst vt ill Ile( sat ira t ion regilon:

2V, 1VLM Vs 0-1', aflil VD) 5 V.

in struct ures (a) and (b) tite (lr-iil has -'reitercotl over i~0 th o io l iel

fpi ich -off poinut; t Ii (';'efore, the currents are( la rger and(I thle dIra'in IiCOnd( itice

is largvr than For s-t rut u res (c) and (d). Thbis is ilust rat cd ill Figure 2.9 where

draini cu rreut is pl1otted Versus d ml ii-t n-source voltage ait .5 volt inicrvieziut s.

'Ihel gate volt ape is 2 volts.

InI add(itionl to thle i:lrger current diil(rainl conidutance' expected for

strucitures (a) aud( (b) it is flso observed that there is aI noticeale (ifferetice

in currenit for (a) anid (b) t heiiiselves. Close iris pe t ion or tile ('lii )(t(nfil 

line plots shiows tha~it i ndeed t he pine ii- nfl point. for struc tutre (b ) is siigl vto

the ieft. or that. of' strum ture (a) resultinrg ina thle larger ('Iio T .he sotirce or

this sh glil. shift., It, wvel'c, is oblv ious evenI iii Fig 2.8. 11' t he eqi~l uot a l liies
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Fig. 2.9. Cuirrent sensitivity to boun dary conditions in the -sat urat ion rcegion

for the struct ures of' I'igure 2.8.

directIly undridenathI the left edge of the drain 0! st i'uct Nrc (b)) arec ( impa r-ed

to the eqiipot ential li nes underneathI the drain c'ont act. or st ruc ture (a), the

(e(1 tipotentl al line,- of st ruc'ture (b) are scen to extendl deeperi into t he suib-

st rate. Tb is Is because t he left and right, boundairies of the s imulatiou region

or st ructuire (a) aire too (close to the act ivc region of the device and thle bound-

ar'y condit ion acssurpt ions arc iridi. The cont act, portion or this 1)o!und ary

is a FiXed p01 ential lhullikdaty conidition (Diriclilet) and( is comiparable to the

rectangula r soN rce/drai n asisu Inp1ion of' struct ure (b). Along the remind er

of the boundary of structure (a), howvevr, a reflecting hon ndary condition

(Neumiann~) as.sum Tption is Made which is clvat'ly mnace urat~e. That i;, the

larger simulation region of' structunre (b) shows that, the eqili potenitial lines

are rnot. at, all sy mmiclric( ab~out a ver'tical linte below lie le'ft edIge of the (1 d rai i.
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'This illustrates the point made at the begininrg of this -.ectiori: the

simiulation region must be large enough to be i ndepen dent of toe sol utiorn.

In p~artic ular, reflecting boundiiaries shou hi only he pl acedl where the problem

is sy mmetric in somne smiall region about the boundary. IFor IGTIS the.

are three bon ndarios to choose since t he top) surface Is gener ally coveredl wit h

the g,,ate electrodle which forms a nat ural boundary. 'I'lie bot tomn bouii 8ry

condition, whet her Neumann or 1)irichlet must be plactul deeply enouigh into

the device to be in a charge neutrcal region beyond any depletion regins -whic h

may arise in Jie sirmikLti on. Placement. of' the left a 11(1 righit ho lid aries is

not as well dlefinmed . The )i ri cl lt. port in i of' these boll 11(1 c ( re prrs nrn

the soulrce and (Irat ii conta-ct dec trodes are not citdic al ind aybe pl i c('(

anywhecre withini the neutral source/I'dhr1in regione ". Tbi reflect l jwr rion>. of'

these bound aries, however, die tait thlat, tHwy be placed suficen 1 r lom

the chiaitiel region that the eq(uipotential lTins Zlrc 1. il UrAll one c e~oa

(horizonltal) inl the vicittity of the bouil:ry for aill bin) coltdtiwl ~altd

IrispectIjin orf, -res 2..5' arl(i 2.S reveails thaon OTIV ili 11Wijaii S;lot :1 10(:M'

adhlere to this miih: especia~ll otpthdrinbu ,ryi ~ h-1 dr;.l tI S1

caise of Figure 2.8. Thie sirnulat ionl region 105 1111 ; c8111i sortie hit er:, ('J 11>8)11ol

of' the one,-dimenional port ion of the .,ource mid( (Ir~iln regions i., ;! --ine the(

curvature of the equipotential lines extends out further at higher di-:iiai biases,

the Literal exteunion of the drulvan legqionl i:. s I-ldlricaltlv 1', lrgerl th lIet hat oh' thle

source side. Typically one, to tw'',o channe11l lengths of' emesilo thle (lr Iil

side is; sufficientt for IGIVIL'h's at ioniiial (irail bas'' Note, that liice the

potential and( cha)rge profiles illIi h lateral vxtcnsIoii regionis are ilmost onle-

dimrensionial, a coarse horizonital grid sparing is suiflicient and little extra grid

is r(equiredl. Ali vxati ple of : 1 ( jll t Iat eiira I ext ensiont Was sliow il 11) Iigr re

2..
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2.1 Summinary

The variouls typcs of' aldysis grids used for semiconductor device Mmiilai-

tiozi are presented a long withI thle ad vant ages and1 disadvantages of' (:w(1.

M et hods of ovcrlayiug these gridls onl non- rect an gular strunctutres are cou-

si(]ered. The trianilar grids are the most, 1lexible in cotil'orming to dvc

shapes wvith the minimin numbe11r of nodes. It is shlownI t li:lt thle (lel"Ity

of' the gri(l should1 varv in (lill'Creit. regiolis of' t he device. The dece-i "11rri

should occur inl regions; of' high net (charge d-nusity or la p radlit ol' tot

charge. For' IGFE L.; this means. that the grid spacitig. Should be S1t1111ll or--

11i,11 to ~imversionl layers alid melt a I Ilrg'i Cal jtl lie jtis.. Chi('CkUs I'Ot( r d~~ini rlig

the adequacy of a part ic oh a r grid spuac~ing are suggested. 'I'le effec t o!f rgne

volt age drops) betw.een node(s are pre'sentedI a tid Showni to be 11iclly p ioluetl

dependent. An improved m ethbodl or assignig- i itp urily ('i: t'-' to : i nod is

d('scribv wih ()r(o('t'\'s thle iii Ieua ted net ;nput-il y cli ar-e.

Two or thle sonurce /( /r1i tl b()juri(l ary coniditionl simill;l oll u.sii lby

ot her (1vvice simulhati~on programis have beeni exai l ed lild( romid to( 10lbcr~l

n cc u rate. Su flcient grid to prmovide accuratz ebc atilon of' th lie Ourcc J U ui

junciomms along, tihe ciannel is necvss;ary but a coarse l <: paiclmi in th

source/drain appears adlequ~ate as lonig as the verticail supeis :ircm:tcly

represetnt ed . Thel impifort antce of' prop~er choice or the -inml.,lhii rc '',le s

b~een (demionist rat ed and sitggest ion: arc' madhe (or chioo41,i il h sp ace

Thue next chiapte'r describes thle finlite (illcelt(' dilsci':1 blolnl (1! t Iew

iodel eiuia tiouis onl a triw igiil at grid.



Chapter 3

1)ISCIIC'IZATION

D -,cretization of the semficondul lctor mlodel Cefuat ioli usinrg fi nitc -

di f[Creutee t (rCh niques on rec t a gulIar grids is a well established procedure.

Recent work by (A reen [i('d [3.I 1i a-, Icliti(IV t lil-v roed rcs to Sho4 how

to p)erformi fiiiit e-di Iere nce (usc ret izat ion of' I ois-;oii 's equlat ion oil a recita ii-

guulr gid wiltl nlonl-planar, surfaces anTd interaces. Tie use( of, int i-(lifTretIlC

t(cciliqfils for discretizatioti or the secnncldlict or mlode! eqii:t ionl onl a t ri-

ainular ,ridl. however, has not heeli pri%'ously (le~trilld. Thie - Il ld~illcltor

Ili(I equat iotis which'l doeserili thec lelii'or of >etiiuaidiiet or (l(vict- ;ire

llresent ed inl wh.at follows.

I~O 5Oi S(qla~tioli dcscrilbes the lwehivior of electric Minx deni l'; ii

regions of ne, charge. Sinice (liarEes are sourcces of electr- flux, til 11u\

(lensit y mu11st diverge nr regions of nect charge :is (gkVCTI tby

V ,1) 7=p 3 I'

w.here ) is the elect ne" Illx olcvisity al 9 is the niet clialrge con('eni' rat1 loll.

Thie cillet cont inuity eutitaot) (le>crilbes the time irl't or ohr~ I

(airier conceulrat ion. This conceltiritioti 1)11st cliiittg i ter is hlot a

blllllice bet weccrt carrier genlrtion, t('comhtiuiloi), fluxN it 0, ;mdi flux out

of a reg-ionl of t he device. This hal ance is cx pressel as,

(9)p
-R qv (.2b



where n is the free electron concentration, G, and I,, are the electron

generation and recombination rates, q is tile unit charge, and J,, is the

electron current density. The free hole concentration is p and the other

quantities related to holes arc analogous to those for electrons.

Carrier transport is described by a drift term dependent upon t he electric

field and a diffusion term dependent on the carrier concentratiori gra(di ent.

This is given by

J,, = qlt,,nE + qDnVn (3.3a)

Jp = qtpjpE' - qDp7rp (3.3b)

wvhere p, is the electron mobility, E is the electric field, D,, is tihe (l(chron
dififusion const.nt and pp and D are the hole mobility aid diffusion coll-t alit.

Ii nondegeiverat e -twliconduc(ors, the free carriers hiave a ut.rr:tnri

distri b tit ior of energy which leads to a rel at ioIsh ip bet Wen t Ie ,r'mi(er (01-

cernrtion and poeieni ial :as given by

7 fl 1, ' I ( - )/kT (3. :m)

p ttle 9(,dp- -,)! k T  ( } ,} ,

where I rI is the intrim.ic carrier concentratioi, 4', is the t'h'etrostalic pee(,tlial,

6 and 4y are th electron and hole cluasi-Fermi potentii:s, k is Rlolt lli rifi's

constint and 7' is the ahsolite ternperatire. Tlhe ron ,eicnrat e :nllniiption

is riot. re( jlired tor this work, but it lllows siiplihe:Itiolu ;iiud providci :1 cle:lrer

picture of the discrctization. Allowing deg(,iieracy would require use of the

Fernii-l)irac distribution funct, ion which leads to a Fe-ii'ii-1)irac int 'gra for

the carrier concentration instead of the exponntial. ,Numericl aii)llvoxia-

tion of tie Iernii-Dirae integral is comlputation ally uo more cx pwiye tia n

evalial ion of the exponential, so littile penally is ipid by .alo~' i n hd,,'eui :u'y
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Equations (.1)- (3.4) represent the semiconductor model. The following

relations serve to tic these equations together. The net charge p has t1hrce,

components

p - q(p - ?t + N) (3.5)

where N is the net ionized impurity concentration. The electrostatic poten-

tial, electric field, and electric flux density are related by

K -VL, (:3.I)

and

I) (3.7)

where c. is te perniittivity. A link between the carrier mobilitv and diffu -ion

constant is provided by the E]instei n relation,

q

, 7' p (k..S )
q-

where again follegellerdcy is as.-;I!iI1vd. Allov.i;w (ogrier;'Icy le \vwdo)1

require insertion of a multiplicativc rto,, which is a rtnicion of the u:si-

I'rmni level. Vi nally, the thermial volt age i.; dc !Iid as

V -I 7'(3 
)

q

and the c(irrier generation ail reconilinmation t(-rm. ;ire comndbined irnto a net

recombhitntion term as

U,, "- 14, -- G,, (3. 10:a)

, U - ((11. 10I1)
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in order to simplify the writing of equations.

Inserting the relations of Eqs. (3.5)-(3.10) into "quations (3.1) (3.1) and

assuming steady-state such that On 0' - 0 the semiconductor nodcl

equations become:

v .v, =-q(p -n+ N) (3.11)

V -J qUn (3.12a)

V. Jp = -qUa (3.121)

(n = qpp( - VILVEI (3.13:1)

S-- (3. 1 1:)

p -  (3.1 11))

3.1 Poisson 's L(Jnajtion

Figure 3.1 shows a section of a hy pothletical grid v"i1h tire, t ci ;1 n ,Ia, r

sections labCl(d 1i 15 having oie C', comi node varjowly IZ -bl i , and

referred to as node i. The pirocC2Ms oF discrtiz; lion involves tOe t,' ernawit ion

of two s(ts of' par:imeters: the a rea assigI1('d to eaIch nodie, : d tw otip1li rg

cocflicients between pairs of nodes.

The area aisi ned to a node is taken to be the :area (loser t) t i A node,

than to any other node with which it ,;hares a triagle. Thus, in the flive

triangle example of Figure 3.1, the area A bounded by the (da-Il',d line 1i

represcnts te bou ndary of tlic Irea assigneTd to node i. This bo,t lary is
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t 4

Fig. 3.1. Samiple grid %vidi five trianglecs. The t ringles arr 1:iled fj t5,A

is the area associ ated with the miftr a nuo v, a rid 1, i- t he ho iindI ar

of' that area.

convenienitl 'or med 1)) the perpenldicular bisetol or of acl (Th':e conlliroln to

irodc i.

The coupl)inig coefficients~ are obt aiiicdl Fromi t l:e, (Iiscret iz;t lolo Pois, oii's

equal~tionI. Thki is achieved by aplyint"; (Thuss' law' to 1l(]. (3. 1) ;1(1 convert ille

integrations inito suirniationls. Applyihng, (atrs ;' law to I'q. (:3.1),

j ) -.di / p(IA. .1)

frisertiig tHi relation of' [,q. (3.7) amid rccogiio, Jiht the ii iwi.\i' he

cva ii ated by part s comoll1 to (nih (Iin ingle,

(h~ dl /( dii. ±ffdi~

pdA1 p dc.' I . { (3. 1
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where Iim and Ai... are those portions of the node i boundary and area lying

within triangle tin.

At this point, two assumptions are made: the permittivity and the

electric field are constant within a triangle. The first of these requires only

that material boundaries lie along triangle edges, a requirement easily met

with the flexible triangular grids. The assumption of constant electric field

within a triangle is a natural result of the triangular discretization since tie

only unique interpolation function of three points in two dimensions is a linear

function, and linear potential implies a constant electric field.

These assumptions allow the line integrals to be replaced by (lot. products.

Furthermore, since the net charge assigned to a node is consid(rcd to be

evenly distributed throughout its area, p is a spacial constant arid m11ay be

taken out of the integral. These changes to Eq. (3.16) yield

(i j + + C2 E" i2j2 + li2k2 +. + ( 5
]  15 + l k5)

p2A, (3.17'

where -inj,, is the vector normal to the portion of the buotindary 1, in triangle

t, which is perpen dicular to the ij side. The niagnitudc of i, equ:ih to

the length of the boundary segment and the positive direction is a,.ay from

node i. The other boundary normal vectors are similarly delined.

Figure 3.2 shows the labelinig convention for a saipilhe tri:minlje. Th(

vectors iij and iLk are the unit vectors in the ij and ik (Iireetion.s rtiwcctivcly.

The subscript denoting the triangle number has been dropped in the ligure

and tile boundary segments Iij and lik have been rcl beled wil h thir ilcig th

hj and h. Equation (3.17) may then be, written in s1nim6mnation mi :lttioi as

(mEr
" (hjJtijm + hkm ,iLktn) - pTA, (3.1.M)

I <rT < M
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dk hk

k / hI

uj dj

Fig. 3.2. Labeling convention for a triangle. The distance between nodes is
d, the length (height) of' the boundary segments is h, and rt is a
unit vector.

where the problem has been generalized to include any number Al of triangles

containing the common node i.

The (lot product E • iij is the component or the electric field in the ij

directicn. Due to the assumption of constant electric field within the triangle,

this may be discretiz.od using Equation (3.6) to obtain

E " - iij'= - - - (3.19)
dj

where dj is the distance between nodes i and j. E'quation (3.18) may then be

written as

_ rn((' rjm n + (Vi~ - Vkr) k p2Aj. (3.20)
l<m 'M M-

This is the discrutized form of Poisson's equation. Summing the terms over

all triangles containing node i results in one equation containing: the un known
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potentials of node i and all adjoining nodes. The term is referred topotentials ofenodeed do

as the coupling coefficient between nodes i and j in triangle 77. There is a

similar coefficient for the same two nodes in the adjacent triangle (if there is

one) which adds to this to form the full coupling coeflicient. Note in Equation

(3.20) that the coefficient of every node adjacent to node i is also a coefficient

of node i with opposite sign, thus the coeflicient of 0i is positive ((, It and d

are all positive) and exactly equal to the negative of the sum of the coefficients

of all of the adjacent nodes.

Repeating the summation of Eq. (3.20) for each node in the gritl results

in a set of N equations in N unknowns where N is the number of nodci in the

grid. The coefficient matrix for this set of equations is diagonally dominant.

Note that if the grid is rectangular (properly composed of right tri:m1,les) the

set of equations reduces to exactly that of the standard five-point difference

scheme.

Unfortunat ely, the charge concentration pi is a function of pot en lim as

described in Eq. (3.14). Conbining Eqs. (3.5) and (3.14) for node i gives

P=,q ( ne(45P-V)/VT - TIJC(U't-,)V7 + Ne) (:3.21)

thus the potential V'i appears non-linearly in the right hand side of IFil. (3.20).

The resulting non-linear equation is solved using Newvton 's metichmi. Thait is,

it is linearized an(d solved iteratively until converged.

Combining equations (3.20) and (3.21), linearization is achieved by first

replacing every , by ' + A?!,,
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cin((@b, + A'p,) - (ibjm + xs)
djm

1<mKM

+ ((¢, + A ) - (km, + AV'kvr)) hk)

qAj (nte (d,,' -(Oj+ A t) )/ V r - nje ((0 + A ¢ ' ' ) + Ali)

qA,(pje - A v& /VT -nie zxo'/vr + Ni) (3.22)

then taking first order Taylor-series approximations to the exponentials,

= qA,(p,(l - 1Ai/V.) - 71(l + A,,/v.,r) + N,)

= piAi- qA,(Pi + 72i)Al,/VT. (3.23)

Placing all terms in A(, on the left hand side results in the iterative rorm,

1 ,K~ (Ac,, - Ah,,,) ± (A,, -

++ ni)A<',/Vr

(n)h - (,1,' ,', : ' p, , (3.21)
[ r-n M m dkm

The right, hand side of Eq. (3.21) is the residual of I'ois on's eql at ion and the

left, hand side contains the IInk nown potentials for the Newton step. After

each solution for the AQ,'s, the potentiais are updited, the potential depen-

dent terms are re-evaluatcd, and the iteration proceeds until convergence is

achieved.

When E'q. (3.24I) is assemlbe( for (,very point in the grid and put in matrix

form, the coellicient matrix has exactly the same terms in it as the coeflicient

mat rix of Eq. (3.20) except, that positive terms resulting from the linearization

or the charge concentration have been ad(ded to the cntries on the diagonal.

This matrix is positive definite resulting in (lesirable couivergencv )roperties.
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3.1.1 Area Allocation

In the foregoing discussion, the vectors h j,,, a,., and 1hkmtilkm Of Eq.(1 (3.18)

were kept separate in order that the electric field may be expressedl in terms

of its components in the U~j,, and] Uikr directions. As shown in) Eq(. (3.20)

these components are conveniently obtained from the potential differences

between nodes. Additional inisighit may bc gained, howevver, by performing

the vector sumn as illustrated in Figure 3.3. The electric flux crossing thle node

i area bou ndary 1i wit hin this tiangle is ident ically the flux crossiilg- thie line

segmient S joliig the IlidpIoints ofr the adljacelit sides, thus the chiice of the

node i* area bounda:ry is somewhOat arbit rary'. In fact , th 1i' bove di c ret iz t ioni

a lesto any .s, 111)] bou ndary whlichi hias thIiese mid points as; its enldpoinlts.

Four randomy possibilities are shiown in Figlure 3.4.

One such alt ernative boundaryV is to use theV Ii ne segMin'ntS joinling thle

triangle cent roi(I to thie adj a cent, side midpoints in thle ni a iner of' WVinslow

[3.21. With this boundary, each iiode is allocltc(l one(- t lili Or of ieI total

triangle area. Thi-n illocat iol sc berm' Was t riedl with the PI1S CES progr1:1i1 .I i111d

generally yielded satisfactory res tilts excep t t hat. .;oie ati Li(5of' tia l~itls

result(,d in uineven distribuit ion of area. A-n exa in pe is shown iin 1 'ii r' :3.5

in which two similar discretizat ion grids are given witli the on ly di fference

being the triangle orientation. Note that, in case (aI) there are fouir i(feliti cal

triangles con nected to the central n1ode( \vhlvf in case (b) thIiere a111' ('ililt.

As a result, thc cent ral node( is allocated twice as nuch area in easec (b) as

in case (a). This unequal wveighitinrg results in pertu rbat ions t~o thle desired

solution. fIn contrast, application of thle perp~endiculfar bisect or- met hod to the

grids of Figure 3.5 results in eqjual allocation of area for the two eases. The

perpenidic ular bisector method of foring~l the node( area bom idnr a :ppenrs
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Fig. 3.3. Equivalence of flux boundary .s to flux oundarles h pluS Itk.

k

' , I

Fig. 3.4. Various boundaries with equivalent Mix conservatiol c(aracters-
tics.
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I>

(a) (b)

Fig. 3.5. Dependece of area weighting on triangle orientation using the

centroi(I method. The area allocation in case (b) is twice that of

case (a).

to be the, best area allocation scheme for triangular grids in seriiicoridtictor

problems.

3.1.2 Obtuse Triangles

The above (derivations -work quite nicely for acute triangles: hiowe\ver,

when the triangles become obt use, alj ustinet s need to be ma ;de. T]1e need

arises from the fact that. the int ersection or the perlen die ular bisectors of

the sides of an obtuse triangle occurs outside of the triangle as illustrated in

Figure 3.6. In this example, thle coupl ig coeihcient s ire exactly as dlerived

earlier except that, the coup1lintg coelicietbewe nodes I a 111d j I ecolmnes

negative, -si nce the Segmnent t. has reversed direct ion. It can be shown

that this choice of coupling coefilicient s still acecuirately accounts for the flux

passing through the Ii ne segment s. Inituit ively, it, may be reasonedl th iit the

vector SUM HOf the directed~ line segnwint hk minus the directedl line segiriert It

is the dIirectedl line Segmen('it -;, so hev vector su in of their normals also eqtuiate.
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Fig. 3.6. Coupling coefficienits for Poisson's equation onl an oh t "sc t riai igl

,Note that tHe coupling coeficient goes from po- itive to ze'ro to neg-a! e i

he triangle g-oes from ac ut e t'o right to ob~tujse, sothere i, iio (Esconit inot v
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The total couii ng coefficient for nodes iand( includes, a coot rli t ionl

fromi both triangfles whliich iare tle sidfe joining nodes 7' and Thus l dis. imidi u

onec Component of the coupling" 1O1i~tmy be negtiv , het It;d (otil)lilu

coefficienot may" still be positive if the cont rib1utioni front tb e oj acni t tt nal ogl

is su fficient ly large and posi tivye. It can b~e Shlo% vi trhat the tot ail coopii uig

coefficient. wvill he positive if the suin of the oppo ;it, angles is less than, iso

(legrees. This coiidi ition Cai 'Il ways W, salhslied for twh ols ii ch are, not oil

the solution region bound ary or on a mat erial initerf'ace by recoi lt n] ill thle

triangles. rh at. this is so c:an easily be proven by hy pot hesi zi ng am situ at ion in

which two adljacent triangles exist wibose angles opposite t lie coilinioi edge

sumi to more than 180 degrees. If thle four nodes 'ompifosinug t Ii ('5 t \Vo trio it ls

are looked upon as a quadrilateral, then tI liCOuiTTuouu01 edge' is al diagonal01:1 of'
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tile quadrilateral, tile sum of whose interior angles must equal 360 degrees.

If instead of dividing the quadrilateral into two triangles using this diagonal,

the other diagonal is used, two triangles result whose angles opposite their

common side necessarily sum to less than 180 degrees. Obviously, if the edge

in question composes a solution region boundary or a material interface , the

triangles may not be reconstructed; however, subdivision of a triangle into

two or more triangles can eliminate the problem in these special cases.

The occurrence of obtuse angles also complicates the area allocation

method. Looking again at Figure 3.6, the boundary for the area alloc:ated to
node 1 is no longer defined by the line segments h• and h. as they were in

Figure 3.2. One possible choice of boundary is that port ion of Iine segment Ilk

which lies within the triangle. Unfortunately, this choice does not meet the

prerequisite that the boundary include the midpoints of the adjacent sides,

thus here would not be conservation of flux within the triangle uing this

boundary.

A better choice for the boundary of the area allocated to node i is

the li ne segment ., in Figure 3.6, the segnient, joining the midpoints of the

adjac,,nt sides. This choice satisfies the condition for conservation of flux

arnd is somewhat better than the centroid method in area weighting in tht

it allocates one-[ourth of the triangle area to node i, one-fourth to ifl((' J,

and oei-haif to node k. The acute and obtuse area allocation sche,,ies arc

identical for an angle of 90 degrees so there is a smooth transition from one

to the other. Figure 3.7 shows a hypothetical grid with various trianughe types

to demonstrate the area allocation scheme. The solid lines are the tri ngular

grid and the dashed lines are he area boundaries.
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Fig. 3.7. Area 1llocation with a mix of acute and obtuse triangles.

3.2 COiitiriUity Equation

The diseretization of' the continuity equation Nvill be de-cribed only for

electrons since the discretization for holes is analogous Nvithi the exception

of signs. Also, the discretization of the electron transport equlat ion wvill be

performed in one dimension only. Thc reason for this w~ill be explained later.

3.2.1 Electron Transport Equation

From Eq. (3.13), the electron transport eqjuation in one0 dIimension is

-In n IE -, -~) (3.25)

The standard finite-di ffervee approach to discretization of' this equa)tion

would result in

q~n~(zH)E(.7) 4 (V x-,7'O) (3.26)
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where a uniform spa ing of Ax is assumed for simplicity. Insertion of Eq.

(3.28) into the continuity equation (3.12a) yields a single equation in the un-

known n assuming that the electric field is given. However, it can be shown

that this form of the transport equation leads to numerical instability when-

ever the voltage change between nodes exceeds 2VT. This point was noted by

Scharfetter and Gummel [3.31 and has resulted in formulation of a discretiza-

tion scheme which avoids this difficulty. The method will be summarized

here in order to provide needed background for further discussion.

Equation (3.25) may be rearranged as

+ n J., (3.27)

Given two nodes separated by a distance d as in Figure 3.8 and assulling

that J, y,,, and E are constant between those nodes, then E(q. (3.27) may

be viewed as a first order differei tial equation in n with constant coeflicients.

The general solution to this equation is

t = Ce -EIV r + . . (3.28)

Evaluating this equation for n -ni at x = 0 results in

C - n (3.29)

Using this value for C and evaluating Eq. (3.28) at node j yields

7.. ,. (n/ + (3.0)nj niqjtn E qpL ,E

which may be rearranged as

I - ( + i

il =4=iV + pI 1' (3.31)
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Fig. 3.8. Labeling convention for one-dimensional current transport.

or equivalently

jt __ qji, (bi - j)( nj ni (3 32qu - 1 e-(-¢) + .. ..~--*-. " (3.32)
--d 1~e~k~2V -- ,- ¢)v

This is the Scharfetter-Cumme form for discretization of the electron trans-

port equation in one dimension. One may easily verify that in the limit as

the potential difference between nodes approaches zero, Iq. 3.32 becomes

identically the diffusion term while as the potential difference becomes large,

it becomes identically the drift term.

3.2.2 Electron Continuity Equation

The discretization oF the electron continuity equation vill be perlormd

in a quasi- two-dimensional form using the one-diniensional transport equa-

tion. As with Poisson's equation, we begin with the acute triangle case and

use the boundaries shown in Figures 3.1 and 3.2. Applying Gauss' Thcoreni

to Eq. (3.12a),

1, J" . di I , qU(dA. (3.33)
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The discretization process from this point parallels that of the Poisson equa-

tion (Eq. 3.15 to Eq. 3.20) except that quantities on the left hand side of the

equation are taken to be constant only along an edge of the triangle instead

of over tile entire triangle. The discretization leads to a form which is similar

to that of Eq. (3.18)

Z j -Ju (hji ijm) + Jnkm -(hkmnIkr)) =qU, Aj (3.34)

where Jnj is the electron current density along edge ij in triangle m and

Jnkm is similarly defined. Note that since J, cannot be assurmed constant

over the triangle, Jnjm $" Jkm. Since Jj,, and Jnk,,L are one-dimensional

current density vectors in the iijm and ilk, directions respectively, the dot

products become multiplies and Eq. 3.34 becomes

(Jnj,,hj,,, + l k,,,) q , Aj (3.35)
l<rn<M

where the current density is taken to be positive in the direction away from

node i. Thus the electron current out of the area of node i into the area or

node j in triangle m is the current density, .jnj,, times the length of the
perpendicular boundary through which the current flows, h Lis same

current density also flows through a perpendicular segment of' the node Z

boundary in the adjacent triangle. The total electron current out of the node

i area is the summation of the current crossing the area boundary into each

adjacent node, and this total must equal the recombination rate qU,,Ai.

Finally, Eq. (3.32) may be inserted into Eq. (3.35) dropping the q from

both sides to yield
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+ + n)

<m< MrkmjG - e(1kPm)/VT 1 - e(-' ,',)/VT )

= UnAi. (3.36)

This is the fully discretized electron continuity equation. The unknowns are

the electron concentrations ni, nj,, and nkm while the mobilities, potentials,

and electron recombination rate are assumed to be known; although, each

is actually a function of the electron concentration. The potentials are a

strong function of the electron concentration through Poisson's equation, thus

alternating solutions or the Poisson and continuity equations are required

until convergence is obtained. The mobilites and electron recombination

rates may also be functions of the electron concentrations, but the functonal

relationships are generally very weak so that merely updating the mobility

and recombination rate after new electron concentrations arc computed is

sufficient.

When Eq. (3.36) is assembled for every node in the grid, one again has

N equations in N unknowns as in the Poisson case; however, the continuiity

equation does not have to be solved in the insulator regions of the device so

that one may limit the solution to only those nodes lying in the semiconductor

region. The coefficient matrix does not have the desirable iteration properties

of the Poisson coefficient matrix, but since iteration is not required to solve

the continuity equation, this point is not critical. Also, the coefficients look

rather formidable at first, but a careful look will show that the coefficie'nts

are well behaved and, in fact, no difficulties in obtaining a solution were ever

observed in the PISCLS program. The well behaved nature of the coeflicients

is demonstrated in the fact that
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01 for 01 - >2

-2 ,r VT
1 - ,)/ V V for VT 0; (3.37)

1 -02, for V 2 0.

Finally, note that the coupling terms _ in Eq. (3.36) are analogous to the

terms - in Poisson's equation, Eq. (3.20).

3.2.3 Obtuse Triangles

As in the case of Poisson's equation, adjustments need to be maide to

the continuity equation discretization in obtuse triangles. In the Poisson

dciscretization, the node area boundary was pinned at the midpoints of the

sides as the triangle became obtuse while the coupling coefficients, ', were

allowed to become negative in a rather natural manner. The Conitinuity

equation necessarily uses the same boundary as Poisson's equation but cannot
allow its eh terms to become negative as the trangle becomes obtuse. This

discrepancy stems from the quasi-two-dimensonal nature of the continuity

equation discretization.

Figure 3.9 graphically depicts the reasoning behind the choice of coupling

coefficients for the continuity equation in acute and obtuse triangles. The

current density flowing from node a node b is shown as J,. In triangle 12 this

current density passes from the node i2 area into the node 3'2 area through

a cross-sectional window or width hj2 which is the length of the boundary

segment. (Note that node a is equivalent to both i1 in t, and i 2 in t2).

However, in the obtuse triangle, t1, the current density passes through a

cross-sectional width of hkl which is the projected length of the boundary

segment onto the perpendicul;ir to the current density vector. Tlie value of
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Note also that as in the Poisson discretization, there is no discontinuity in

the choice of coupling coefficicnts as the triangle passes from acute to obtuse.

3.2.4 Absence of Two-Dimensional Scharfetter-Gummel Discretization

As mentioned earlier, the Scharfetter-Gummel algorithm for discretiza-

tion of the electron transport equation does not have an analogous form in

two dimensions. This can be shown as follows. Equation (3.13a) may be

rewritten in two dimensional form as

7 . qi, , .V + EIVii) + V,, _s: + v_ ii

-pL ~ + V7,aT i + qrinEni; + VTn -) i

d,,xfi: + d,,OILY (3.38)

where iix and L% are the unit vectors in the x and y directions. Making t he

necessary assumptions that /,,, J,, and E are constant over the triangle, then

the x and y cornponents of 1'I. (3.38) may be handled separately using the

one-di'nensional algorithm. In the x direction,

On I ' ,- - -T I +  Jnx..v

0x VT, qji ILVT

- .-an +/ (3.39)

where a and /3 take on the obvious values. Sinilarly, in the y dhirclion,
ian __ ,~

- =- -In +
+ " qtI/,VT

= n + 6. (3.40)

It, is a necessary and suflicient condition for a soilution to exist for l-Eqs.

Z (3.39) and (3.40) that

, 02 n (3.1i)

Oxay (yIYx
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Evaluating these terms yields

a2nn Cy ( -In + b)

- y(an + ,3) (3.42)

and
3n

- (a n + Z
ayax 4y

-- a('n + 6). (3.43)

Thus, the necessary and sufficient condition for a solution to exist is

-yan + y/3  -In + a6

or

= a6 . (3.1.1)

Inserting the values of a, fl, -y, and 6 from Eqs. (3.39) and (3.10),

E_ Jn _ E. Jn

V7, q,VT VT qIVT
or

- y(3.45)

Ex JX"

Therefore, a solution exists if and only if E and J are collincar; that is, only

if the problem is one-dimensional.

3.3 Summary

The model equations were introduced an( finite-difference discretization

on an irregular triangular grid was described. Discretization of Poisson's

equation on an acute triangle was shown an(i subtleties or areat weighting
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schemes were addressed with the perpendicular bisector method shown to be

preferable. Modifications to the area weighting were shown to b: necessary

for obtuse triangles. Also, coupling coeffcients within individual triangles

were seen to be negative for the edge opposite an obtuse angle to achieve

proper conservation of electric flux. However, it was demonstrated that the

total coupling coeffcient (the sum from two adjacent triangles) need never

be negative as long as the triangle edge opposite the obtuse angle is not a

solution region boundary or an interface between dissimilar materials.

Discretization of the electron continuity equation was descril)ed in a

quasi-two-dimensonal form using the Scharfetter-Guinmel algorith ii for dis-

cretization of the electron transport equation. Obtuse triangles were also

shown to require special consideration in computing the coupling coefficients

for the continuity equation discretization. The absence of a two-dirrtensional

form of the Scharfetter-Cumniel algorit hmn was dcmionstrated.

The next chapter covers the various methods of' solving the combined

Poisson and continuity discretized equations, factors affecting Con\Verg(n(e,

and means of accelerating the convergence.
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Chapter 4

SOLUTION TECltNIQUES

Discretization of Poisson's equation and the continuity equation results

in two systems of equations which must be solved in order to determine

the potentials and carrier concentrations. There arc Lwo aspects to the

solution of the equations-one is the solution of tile matrix equation A =

9 representing either the discretized Poisson or continuity equation by itself,

the other is the consistent solution of the two coupled equations together.

This chapter deals with both of these aspects.

4.1 Matrix Equation Solution Methods

In this section, various grid solution method combinations are discussed

for both Poisson's equation and the continuity equation. It is important to

note that the coefficient matrices in these matrix equations are sparse 14.11

that is, most or the matrix elements are zero. The matrix elements are

the coupling coefficients between nodes in the grid, so only those elments

corresponding to coupled nodes will be non-zero. This sp:rsity must be

exploited to minimize the equation solution time.

The matrix equation solution methods may he divided into thw classes:

direct and iterative. In the direct solution techniques, a linear equl ion solu-

tion is achieved in a deterministic number of steps of the solution dgoritlhm.

The number of steps depends only on the algorithm chosen and the connec-

tivity o the grid (i.e. how the nodes are interconnected) and is i leI)ndent

60



of the values of the coupling coefficients or solution. Iterative matrix solu-

tion techniques have a deterministic number of steps for one pass (iteration)

through the algorithm, but several or many iterations of the algorithm must

be made in order to obtain an accurate solution, thus the total number of

steps required is non-deterministic. In particular, the number of iterations

depends on the values of the coupling coefficients, the values of the solution,

and the accuracy of solution desired.

Typically, the number of operations (multiplies and adds) for a direct

solution is significantly larger than for a sihgle pass through an iterative

solution. ,ks the number of iterations increases, however, the total number of

operations required for a solution using an iterative algorithim may surpass

that required for a direct solution, thus there is a break-even point where one

method becomes more efficient than the other. Unfortunately, locating the

break-even point is more of an art, than a science.

4.1.1 Poisson's Equation

As mentioned in Chapter 3, the coefflient matrix for Poisson's equat ion

is symmetric an. 'iositive definite. The syinnietry may be exploited to reduce

coefficient storage and operation count. The positive definite characteristic

is required for convergence of some of the iterative techniques.

Of the direct, solution methods, WU deconimosition [1.21 is the most

common. Hased on Gaussian climination, it may he used to solve full or

sparse matrix equations. Sparse LU decomposition merely ignores the zero

entries in the coefficient matrix an(J, in this sense, may be considered a "brute

force" method. The coefficient, matrix, Al, is (ecomposed into the product

of a lower triangular nmatrix L and an upper triangular mairix U/ such ha t
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M = LU. The matrix equation LUY is then easily solved by using

forward substitution on LZ and backward substitution on U! -= Z.

The advantages of this method are its flexibility and stability. It can

be used on literally any grid, with any discretization, and with almost any

non-singular coefficient values. Since the PISCES program was written in

order to study grid, discretization, various device types, and various regions

of operation, this flexibility arid stability was extremely desireable. The

disadvantages of LU decomposition are that it requires large ainiounts of

storage and has a high operation count for large grids. The large storage

arises from the fact that the L and U matrices both have more non- zero ent ries

than the coefficient matrix A!, a condition known as fill. This al-o influeiices

the olperation count which is on the order of N, (written as 0(X 2 )), where

N is the number of nodes in the grid.

The second direct solution method of interest is the lFast Fourier

Transrform (FFT) method as applied to the solution of Poisson'; cqual ion by

Ilockney [4.3] for plasma physics computations. It is quite the opposite of LU

decomposition in the sense that, it has small storage requirements and a low

operation count, but is very inflexible in terms of grid or device type. The

FFT method demands grids similar to those of Figures 2.011) or 2.01d that

is, the horizontal grid spacing must be uniforln along any given line and the

number of nodes along that, line should be a power of two. The mt hod is

based on the orthogonality of Foiirier harmonics - if a function is ,m electros-

tatic potential solution of Poisson's equation for a given charge diribution,

then each Fourier harmonic ,of the function is a soltition of 1Poison's equa-

tion for the corresponding harmonic of the charge (list rib u tion . Thje method

works most, efficiently if the Fourier analysis is performed in oine' dinension

only which is nornmally the lateral direction for semi(o1(ducor d(cvices.
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Briefly, the method may be developed as follows. Poisson's equation in

two dimensions with constant permittivity may be written as

a , (x,y)4-a 0 ¢(x, y) P(X, Y)+- (4.1)

The potential and charge density may be represented by their Fourier expan-

sions in the x direction as

k

and

/J(X, Y) = pkfj(y )ei 2lt kxl ..

k

where t,,k(Y) and pk(y) are the amplitudcs of the kh harmonics, and 1 is

the width 6f the solution region. Orthogonality principles dictate that each

harmonic. must independently satisf y Poisson's equation, thus

r6Y
2  Y) ___

In the discrete problemn there are only as many harmonics as there arc ilodes

in the x direction along the grid line, so for an m by n grid the problem

has been reduced from a two-dimensional matrix -:quation of oi der N (where

r = m) to n one-dimensional matrix equations of order rn. Since the

matrix equations are one-dimenswrowfl, the coefiicient matrix is tridiagonal

and ver) efhcient so!u'ion methods can be used. The total operation count

is O(N In tn).

There are several disadvantages to the use of this method. One is the

strict requirement for a rectangular grid with uniform horizontal grid spac-

ing. Another is the requirement that permittivity be constant in the lateral

direction, limiting its application to devices with planar mat erial interfaces
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and surfaces. The inclusion of electrodes within the device also causes a

problem due to the non-lincarity of the equation when carrier statistics are

included. Finally, the method solves the Poisson's equation, but cannot be

extended to the Newton-step form of the equation as described in Chapter 3.

The linearization term resulting from the Boltzmann dependence of charge

on potential re-introduces the spacial coupling of the equations which the

FFT method eliminated. It is possible to use the FFT method on sub-regions

of the device and then couple these regions together using an iterative tech-

nique. This makes it possible to simulate mare complex device structures,

but some of the advantages of a direct method are lost. A version of the Ir'T

method is used in the CUPID program [4.41 developed by J. Frey.

Of the several iterative techniques for solving the matrix equations, the

most commonly used is successive overrelaxation (SOR)4I.51 or a variant, suc-

cessive block overrelaxation (SBOR) usually implenmented as successive line

overrelaxation (SLOR). These methods have been well analyzed in the litera-

ture [4.6, 4.71, so they will be discussed only briefly here. Theoretical analysis

of tile SOIl and SBOR methods has concentrated on rectangular grids and

much has been written on the choice of optimum relaxation para nter values.

Although the SOR techniques are applicable to any type of grid, the optimum

relaxation parameter value is not easily obtained for non-rectangular grids,

so the convergence rate of the method suffers.

Theoretically, the operation count of SOR is O(N 31 / 2 ) hut this rate

is rarely observed in practice since the number of' iterations is sensitive to

the accuracy of the initial guess of the solution and to the values of' the

coupling coelicients. The convergence rate depends on the eigenvalues of

an iteration matrix derived from the coefficient, matrix. A necessary and

suflicivnt conditioi, for convergence is that, the largest eigenvaluic must be less

64



than one. This ccndition is guaranteed if the coefficient matrix is positive

definite (as it is for the discretization of Poisson's equation as discussed in

Chapter 3.) A modified SOR method is used in the TWIST program 14.81.

In SOR, the solution is updated for each grid point independently and

in succession based on current values of the solution at neighboring points.

In SLOR, the solution for an entire line of points is computed simultaneously

based on the values of the solution at points adjacent to this line. This

has the advantage of providing a consistent solution to the equation along

a line of points instead of at only one point. As a result, convergence is

generally obtained with fewer iterations. The disadvantage is that one must

solve a set or simultaneous equations for each line. The disadvantage is not

great, however, since very efficient solution techniques exist for solving the

tridiagonal imatrix equations which result. Thus there is generally a net

decrease in the amount of work required for convergence over simple SOR.

Theoretically, the operation count is O(Nin) where m is the number of lines

in the iteration.

Use or SLOR normally limits one to a rectangular grid since the iteration

is done on a line by line basis. (There is nothing to prevent selection of ser-

pentine "lines" in an irregular triangular grid; however, there is a penalty in

the computational overhead required to access these 1; ies and the convergence

properties of such a method are unknown.) For IGFET simulations on a rec-

tangular grid, the lines chosen are typically vertical lines normal to lhe gate

since the potentials are more strongly varying in this direction than in the

lateral direction. One is, in effect, solving several one-dimensional problems

side-by-sile ati coupling them together with the iteration. When lateral

potential variations become large, alternating between use of the horizontal

and the verticil lines may provide some increase in convergence rate; however,

6;5



the increase in computational overhead offsets most of the advantage. SLOR

is used in the GEMINI program [4.9].

Another iterative method commonly used in semiconductor device

analysis is Stone's method [4.10] also known as the Strongly Implicit

Procedure (SIP). It is one of several iterative procedures based on

modification of LU decomposition to reduce the fill problem addressed earlier.

In SIP, an L and U matrix are computed such that LU = M + E where both

L and U have non-zero elements only where M has non-zero elements, thus

there is no fill. The elements of L and U are very easily conipuled from the

elements of M. The matrix F has the same non-zero structure as Al except

for two additional non-zero diagonals. The combination M + E is such that

the iteration

(M + E)!-+' = (M + E).- - (M.Y - ) 4.1

converges rapidly to the proper solution where " is the estiinate of he

solution vector at the nth iteration.

In computing the elements of L and U, an iteration paranter be!tween

zero and one is used to accelerate the convergence of the al-lorithm. The

choice of this parameter is critical since too large a value will rim;ult in diver-

gence and too small a value will result in slow convergence. Typically, this

paramter is cycled through a range of values in order to insure an adequate

degree of stability while maintaining a good convergence rate. For problenis

of interest, choosing an optimium set of parameter values is very diflicult

so conservative estimates are Iiade yielding sub-optinmum conver-ence. The

operation count for this method is O(N In N).

The method was developed for solving equations on a two-diwerisioria 1

rectangular grid; however, it is extendable to three-dimensional grids and to

lulti-variable problems. The principal requiremenmt is that, the coeffleie iv
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matrix have a highly regular banded structure. This limits the grids to

rectangular, rectangular based triangular, or cubic structures. Actually, it

is the highly regular connectivity of the grid that is important, so that the

grids may be distorted as long as they retain their regular connectivity. The

SIP method is used in the CADDET program [4.111.

Another method based on modification of LU decomposition is the

Incomplete Cholcsky-Conjugate Gradient (ICCG) method [4.12]. The con-

jugate gradient method [4.13] begins with an estimate of the solution vec-

tor and iteratively improves this estimate by converging to the exact solu-

tion along a set of orthogonal error vectors. Thus, with infinite preci-

sion arithmetic, the exact solution would be obtained in N iterations since

N orthogonal vectors completely span the solution space. In fact, if the

matrix M has only R distinct eigenvalues, then the algorithm must con-

verge in only R? iterations. Finite precision arithmetic will result in slower

convergence, but since exact solutions are generally not require(d, sufficient

accuracy will normally be achieved in the number of iterations described

above. Unfortunately, the coefficient matrix of Poisson's equation typically

has widely spread and uniformly distributed eigenvalues so that the f'ull N

iterations are required. The incomplete Cholesky (ecoMposition algorithm,

however, provides a method of transforming the coefimcient niatix into an

approximation of the identity matrix. The eigenvalues of this approximate

identity matrix are nighly degenerate so only a few are distinct. As a result,

the conjugate gradient method converges very rapidly when used with the

transformed coefficient matrix.

For a symmetric, positive definite matrix (as is the discrtized lPois:'on

coefficient matrix) an LL'~T decomposition may be obtaiined instead of an LU

decomposition where L7' is the transpose of L. 'iiii is the Ciol'sky d(ecoril-
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position, LLT - M. This decomposition results in the same fill problem

as does LU decomposition; however, the incomplete Cholesky decomposition

avoids this fill by simply zeroing out all element locations in L which are zero

in M so that L retains the sparseness of M. Since the elements of L are

computed recursively, the zeroed elements influence the computation of later

elements. The result is a relation

LLT7 = M + E 4.5

much like that obtained for SIP. Pre- and post-multiplying by inverses yields

L - 1 M ( L T ) - 1 = I - L - 1 E ( L T ) - 1. ,4.6

If the error matrix term on the right hand side is small, then the left hand

side is approximately the identity matrix and may be used in the conjugate

gradient algorithm for rapid convergence. Physically, M -1 (the Cfeens

function) represents the coupling between a node and its neighbors. Ignoring

fill in the L matrix is effectively neglecting the Greens function coupling to

the distant (non-adjacent) neighbors of a node.

The number of operations per iteration oF this method is comparable

to that of SBOR or SIP; however, the rapid convergence (especially for stifT

problems) often results in significantly less total work. Tile method does

not require any particular matrix structure so that any type of reclangular

or triangular grid may be used. The author knows of' no device simlation

program currently employing the ICCG method.

4.1.2 Continuity Equation

The continuity equation, a.s discretized in Chapter 3, does not. yield a

symmetric or positivtc definite matrix. As a result, some of the mat rix solutio t
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algorithms discussed in conjunction with the solution of Poisson's equation

cannot be applied to thc solution of the continuity equation. Since no strong

statement may be made concerning the eigenvalues of the continuity equation

coefficient matrix, the SOR and SBOR methods may converge very slowly

or even divergc for some conditions. The FFT method is also not applicable

because the Scharfetter-Gummel discretization results in a collection of node-

to-node differential equations for the transport equation rather than a single

glob~al differential equation.

LU decomnposition, onl Ilhe other ha ind, is suitable for use onl the coni-

tinuitty equation and is used in the PISCES program. No iwstabl~ities haive

been observed in using this miethod. Both thle SIP~ and ICCO mietllods also

appear suitable; however, a modified formn of the ICCG met hod is required

since the coefficienit miatrix is not symimetric. For asymmetric matrices, thle

incomplete Cholesky decomposition inust be replaced by anl incomplete LU

decomposition, where tilie incomplete LU deconmos.ition 21aloithmn is fullly

analogous to that for the incomplete Cholesky decomposition.

4.1.3 Renumbering Algorithmns

The tot.1 ;d numiber of operations and data storage redluirei d or a matrix

soluti ion using LU decomnposition is dependent not only onl t he number of

nodes in thle gridl and how they are! interconnectIed, but also onl hox, t he

nodes are niiumberedj. Consider, for examiple', the reel anr''nl ar ;md reckt ilar-

baised triangular grids of' ligu res 2.0 1c and 2.01ce. Ir ohe nodes- ini these gid

are niumbnered from top to b)ott om ailong thle left, band columin of ro niodes

and( proceeding con in by coluiiin iifro in left t'o right.lt along tl)( e1 nCol1ii1i1i1ns,

then tile struictuire or the coefficient mat- rices Nvil ai pewar as in Figuires I1. 1.a

aInd 4.11). The1( banIdwidths" of the( (.oeflieiilt iiu1( rices arevlp(\iia l 2mu.
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(a) (b)

Fig. 4.1. Structure of coefficient matrix for: (a) rectangular grid, (b) rectan-
gular based triangular grid. The dashed lines represent. partially
filled matrix diagonals resulting from the choice or the / or \ rec-
tangle diagonals for subdivision into triangles.

Since the fill associated with LU decomposition will occur totally within the

bandwidth of the matrix, the numbering of a rectangularly connected grid

should proceed in the direction of the fewest nodes, by rows or by columns,

in order to minimize the bandwidth.

Other more sophisticated grid numbering schemes exist including the

method of nested dissection published by J. A. George [4.14). Using this

ordering, the operation count for LU decormpositioni may bV r(duc d from

O(N 2 ) to O(Nn) and the needed storage from O(N,,) to O(N ln t). An

example of this ordering is shown for a 7 by 7 rectangular grid in l"igur,

4.2. Figure 4.2a shows the partitioning of the grid all nodes labeed I are

numbered first followed by those labeled 2 and then 3. Figiure 4.21) shows the

a, tuai numbering with the resulting matrix structure shown in l'igure 4.3.
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12 13 1 21 1 19 5 44 929 13
22 23 2 22 1720 1845 27 3028
1 2 13 121 2 21 6 46 1031 14
3 3 3 3 3 3 3 37 38 39 40 41 42 43
1 2 1 3 1 2 1 3 24 7 47 11 34 15
2 2 23 222 22 2523 483235 33
12 13 1 21 4 26 8 49 1236 16

(a) (b)

Fig. 4.2. Nested dissection numbering scheme for a 7 by 7 gridl. Part. (a)
shows the partitioning and part (b) the actual numbering of' the
grid.

Althoughi the method was developed for rectangular grids, it, provides

similar beneflts for the rectangular-based triangular grids used in PISCCS.

Using the same 7 by 7 grid and numbering as in Figure 41.2 but sub~dividling

the grid into triangles, the matrix structure or Figure 4.4 results. The strixe-

ture is essentially the same as that of Figure 4.3 and results in complarable

improvements in operation count and] storage.

The numbering schemne for nested1 dissection works perfectly only for

square grids (i*.e. m, n) and only when m ==21 I where I is an integer,

such as 7 by 7, 15 by 15, or 31 by 31 node grids. For all othe(r grids,

slight pcrtuirlbations in the xxii mbex(1i xig are requxiredl in order to :xch~v 'cx lx

same general p~attern over the gridl, thus there are many possibleI nuxmnberinxg

patterns for any given grid. Several of these nested dis;ectiox nuxmberinig

scheincs were Atemptedi for a 323 xnode (17 by 19) 1 ISCEIS grid. TIable .1.1

showvs the number of xxon-zer(o entries iii the !, and (J xnatrices for three of

theVse xxu mberi ngs plus Owe norinal columixxni nmbering.
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A X X A

X X A

A X X

A X A

AX A A
AXX A A

A A X A

X X X A
XX AX A

A A AA A
XAXX X

A A X X

x x X

A A AX X

AX X X A

A A X AX

XX X X

X X XA
X XX XX A

XX XX X
A AX X AX X

XX X X

X XAX X X
A A A X X

x xL x x

A AX XXX

X X x x

A A X

Fig. 4.3. Coeflcient matrix structure f'or tihe nested diLsectioii of I'igiire .1.2
on a rectangular grid.

The s'ymmelric numbering is a perfectly symmetric dissection about the

vertical and lhori'tontal centerilnes of the grid. "lFi e a uloma lic nubrin lr g is

roughly the same but not as symmetric, It is gene;rate(d by an algorit~h i

developed by I. S. DITf 14.151 and modified by Prof'. R. ,J. Lomax of" the

University of" Michigan. The truncated numbering is simply a corner of a

perfect dissection; that, is, begin iing at the iipper-Ieft- hanid cor ner tiode, the

perfect dissectioni pattern is followed horizontally ahlm \'crtic'ally ut il i rninig
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A A X
x x x

A A x xx

A X A X

A XX X X A

x x x x x

A A A X X
X A X X X

X A XA X XX A
x XX XX

A A AX A

A Xxx
A A A X X

A xx x

Ax x x
X X x x x

X X xx Xx

x A A XX X X

XX A X
xx A XX X

A X A X xX X
A A XXAAX

Ax A A

x( X xX x x

XX A Xx
A A A X X

A A XAXX X

A A A AX XX
X A XX X X

XX A XX
x A X xx x x

x x xx x x

XX A X

A A A A xxx

X X X x x

x x X x Xx x

A A XAA Ax

x x x x x
A A A A xx

x x x x

A A A xxx x
A A A A xx

A A A X X x x
X x X s d o

Xng t X 
Ss s n s

th raetrdcini trg 2% foloedclsey X th uoai

that the. ofiaicient mastrixcrotain onys222 nonsseontr ige whi.e

the combined L and U matrices of the best numb~ering contain 6;732. This

difference is the fill generated in the decomposition process. i

A decrease in storage implies a decrease in the nu~mnher of Ol)CratiOis
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Table 4.1

Nested Dissection Efficiencies

Numbering L+U Storage Solution Time
Scheme (#) (sec)

Normal 8308 2.0

Symmetric N. D. 6732 1.8

Automatic N. D. 6948 1.9

Truncated N. D. 8554 2.9

323 Node grid with coefficient matrix
storage = 2223 on DEC-10 computer.

required since fewer fill elements are computed. This is, in fact, the case as

can be seen in the seconds-per-solution column of Table .1.1. Note that this

table of data was obtained on a preliminary version of PISCES running onl

a large time-share computer so the execution times are somewhat biased by

load variations. Additional tining comparisons were obtained on a 525 node

(21 by 25) grid. These results are sumnmarized in Table .1.2 and shov; that the

improvements in storage and solution time generally agree wvith that predicted

by theory and ,'so that the improvements are grent or for larger grids. It

appears that the nested dissection nflethod provides as much im)rovement

for the rectangular based triangular grids of I'ISCi S as for the reclnangul ar

grids for which it was developed.

There is one subtle drawback to the use of nested (lissect ion for moderate

grid sizes. Table 4.3 shows the average matrix solution time for PISCES on

the I P-1000F for three different conditions - scalar arithmetic, vector arith-

tmetic and vector arithmetic with dissection. The PISCI:S prograin uses a
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Table 4.2

Nested Dissection Efficiencies versus Grid Size

L+U Storage Solution Time (sec)

Grid Size Normal Dissected Ratio Normal Dissected Ratio

323 8308 6948 .84 2.0 1.9 .96

525 20924 12900 .62 5.8 3.9 .66

Ratio 2.5 1.9 2.9 2.0

Theory 2.1 1.8 2.7 2.1

matrix equation solution package entitled Vectorized General Sparsity algo-

rithms (VEGIES) [4.161 which puts al vectorizable steps in the LU decom-

position process into vector operation form. On true vector architecture coin-

puters, significant time savings can be realized by exploiting the vectorizable

operations; however, even on non-vector machines (such as the HP-100()

some savings can be achieved with microcoded vector instructions. In Table

4.3, the scalar version aie program uses only scalar operations while the

vector version uses the Vector Instruction Set of the l)l]-1OOOF computer.

The vector version shows a factor of three improvement in solution time over

the scalar version. When nested dissection is added to the vectorized version,

however, I the solution time increases. This increase is du' to a reduction

in the average vector length caused by the nested dissection renunmbCring.

Depending on the computer, operations on short vectors can take longer

than equivalent scalar operations due to the overhead associated with vector

operation startul). The point of diminishing returns for vector versus scalar

operation depends solely on the computer being used. As grid size increns(s,
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Table 4.3

Nested Dissection Effect on Vector Arithmetic

Solution Time

Conditions (sec)

Scalar 18

Vector 6

Vector+
Dissection 8

HP-1000F Computer

however, nested dissection provides a nict solution time reduction in spite of

vector shortening. The PISCES programn contains ailloimatic nestd ed isseC-

tion renumnbering as a uiser controlled option.

Other renumibering schemes were also attenipted including vnrious forums

of (diagonal numnbcring and clustered ummmbering. None of thesev methods

showed any, significant red u ciion in storage: in) fact, nio;;t showcel significant

increases.

4.2 Soin tiom or' Coupler Ermutiaions

Trhis section ~edesspossible ways ;i; which time coupled equ:-tions,

Poisson and conti n iiy, can be solved so t hat each is consist ent, wit) ti he other.

Factors affecting the degree of couipling, ractors in [hmenci ng thme COnV'-,Vergece

rates of iterative methods in(] ways of accelerating convergence ar('erl
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4.2.1 Solution Methods

Figure 4.5 shows flow charts of the two principal approaches to solv-

ing the coupled equations-the simultaneous method and the alternating (or

Gummels) method. The comparison between these two methods is some-

what analogous to the comparison of direct versus iterative matrix solution

methods. The alternating method takes less work per pass but may require

many passes and thus more work for a consistent solution than the simul-

taneous method.

The simultaneous method involves appending the two matrix equations

together to form a single matrix equation which is twice as large.' In addition,

the partial derivatives of all combinations or potential and carrier concentra-

tion for adjacent nodes must be included. This doubles the number of rows

and approximately doubles the number of non-zero entries per row or the

matrix since the carrier concentration at eachi node is coupled not only to

the carrier concentrations of each adjacent node, but also to the potentials.

The result is a matrix equation with nearly four times the number of non-

zero entries as either coefficient matrix alone, and more than four times as

many operalions per solution. This rapid multiplication of evlor is prohibi-

tive for grids of any practical size. Additionally, the comptiat ion of the par-

tial derivatives becomes more difficult, as Ligher order physical l)llenomena

such as field dependent mobility are introduced. For these reasons, most

device sirn1111:1tion program designers have shunned the si nultaneous method;

however, some insist that simultaneous solutions are imperative for certain

bias conditions 14.17].

'For two-carrier simulation, both continuity equation Inat rices would lbe ap-

pended resulting in a inatrix three tines as large.
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SIMULTANEOUS ALTERNATING

INITIAL INITIAL
GUESS GUESSfI I -

POISSON'
CONTINUITY POISSON

CONVERGED? NO CONVERGED? NO

YES YE S

SOLUTION CONTINUITY

+CONVERGED? 
N

YES

SOLUTION

Fig. 41.5. Algorithm111 low of silItaneous anl(d :lternating method.s l'or solu-
tioni of, t he couplhd (ql]ations.

Thv ilternating rmethlod of' (uniniel [,1.1,] is the most corumoinly used

mlethod (or obtaining consistent solitiotis to the 1)oisoli and colt iiluity mlpla-

tiotis. As illustrated ill ti( fnow ('lhar( of lI"iure .. 5, be nig itv h i an initial

guess or potentials and carrier eoicentrations, the Poisson equalion is solked

for node potentials. The carrier conccntra tions arc updated based on the new

potentials and apl)ropriate carrier statistics (I oltzmann or Fermi-l)irac) and

the Poisson e(uation is solved :gain. This t)rocedurv is repeated until the

potenltial change is below some convergence criteria limit. This is the inllner
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loop of the flow chart of Figure 4.5b.

Implicit in the updating of carrier concentrations based on potential

changes and carrier statistics is the assumption of a fixed quasi-Fermi level.

In fact, the quasi-Fermi level is an unknown which must be determined.

This is done implicitly in the outer loop by solving the continuity equation

and updating the carrier concentrations without changing the potentials.

These new carrier concentrations require that the Poisson equation be solved

again so the algorithm loops back to the top of the flow driart. Eventually,

potentials and carrier concentrations converge and are consistent with both

the Poisson and continuity equations.

The principal advantage of the alternating method is that less work

is expended on each pass through the outer loop than in the simultanieous

inethod. A significant disadvantage, however, is that the convergence rate

of the method is dependent on the device operating conditions and may be

very slow. In the simulations run on the PISCH'S program, for example, the

nmrber of outer loop iterations required for convergence without acceleration

varied from one to sixty depending on the device biasing conditions. The

reduction of this large number of iterations was a major thrust of the present

fwork.

4.2.2 Convergence Acceleration for the Alternating Method

Table 1.A shows a typical convergence pattern for a N(OSI"'L'T biased

below threshold. The left hand column is the itera tion count of the outer

loop of the alternating method, the center column is the error measure for

each iteration of the inner loop (Newton iteration on Poisson's equat ion), and

the right hand column is the error measure for each iteration of the outer

loop. Tne inner loop error measure is the average of the absolute values (t lie
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Table 4.4

Subthreshold Convergence

Outer Inner Outer
Loop Loop Loop
Count Error Error

3.7E-4
5.8E-12

I 3.7E-4
1.5E-1
1.4E-2
1.7E-3
3.4E-4
1.3E-5
3.3E-8

2 I.4E-2
1.2E-12

3 1.2E-12

Total 9 3

Total matrix solutions = 12
Gate = .5V, Drain = .01V

one norm of numerical analysis) of the incremental pot entials resulting from

the Poisson solution. The outer loop error measure is the onil norin of the

net change in the node potentials from one pass through the outer loop to

the next.

Analyzing the convergence of Table 4.4, on the first pass through the

outer loop, Poisson's equation converges in two iterations. The continuity

equation solution, however, alters the carrier concentrations and results in

six Poisson iterations on the second pass through the outer loop. On the

third pass, only one Poisson solution is required and the change in potential is

extremely small indicating that the algorithin has converged. Twelve matrix

solutions are required for this simulation, nine for Poisson and three for

continuity. This rapid convergence is due to the very weak coupling between
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the PoiFson and continuity equations. When a MOSFET is biased below

threshold, the dominant charge (besides boundary charge) is the space charge

of ionized impurities in the depletion regions. Since this charge is immobile,

the continuity equation has little effect and a Poisson solution is essentially

all that is required.

Another point worth noting in Table 4.4 is the convergence rate of the

inner loop. Newton's method has quadratic convergence which means that

when the solution estimate is in the vicinity of the correct solution, the error

in the solution estimate will be squared with each iteration. This type of

behavior is evident in the inner loop error measure shown in the table.

A different convergence pattern is seen in the MOSFFi' linear region

simulation of Table 4.5. In this case, there is an inversion layer of free

carriers at the semiconductor surface resulting in stiff coupling betwevin tile

Poisson and continuity equations. Only pieces of the complete convergence

sequence are shown, but it is clear that each continuity solution alters the

carrier concentrations enough to negate the previous Poisson solution and

cause several more iterations of the inner loop. A tota! of 151 inner 1ool) and

16 outer loop iterations are required. It is this behavior which undterntines

the utility of the alternating method in device simulation. In the sea rch for

ways to reduce the simulation time required for devices above threshold, four

techniqu( were derived which may be used to reduce this time by a factor

of three to four. These techniques are detailed in the following paragr: phs.

4.2.2.1 Projection of the Initial Guess

The first convergence acceleration techniqu|e is the use of projc,'tion of

the initial guess from previous solutions. In the IPISCES rogra, lithe first,

bias conlition solved for newly generated dcvice grids is the flat b:iud case.
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Table 4.5

Linear Region Convergence

Outer Inner Outer
Loop Loop Loop
Count Error Error

1.OE-2
2.8E-3
2.1E-3
6.1E-4
1.1E-4
4.2E-6

I 6.9E-3
4.5E-2
2.6E-2
1.3E-2
2. 3E-3
1.1E-3
3.5E-4
4.3E-5

2 2.2E-2

16 2.8E-3
3. 3E-3
6.6E-4
6.6E-5

17 2.5E-3

23 1.1E-3
1.OE-3
9.OE-5

24 9.4E-4

45 .1.(E-4

8.3E-5
46 8.3E-5

Total 151 46

Total matrix solutions = 197
Gate 2.7V, Drain = 1.OV
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'File initial guess for this case is the charge neutral condition. When [lot using

the projection technique, the initial guess for every simulation thereafter is

the previous solution. If a sequence of bias steps is being simulated, for

example, each solution is used as the initial guess for the next bias. The

result is slow initial convergence and occasional instability if too large a bias

step is attempted.

The projection method involves extrapolating the initial guess for tile

new bias condition based oil the solutions at two previous bias conditions.

Only one contact bias may be varying between the two previous bi:.es and

the new bias. The assumption is that the potentials and quasi-lh ri levels

for each node will vary linearly with the bias. Given two oolution files for

biases of V1 and V 2 and a new bias of V3, an extrapolation facttor is defilned

as

V 3 - Vl2a ..... . ... (,1:7)
V2- V1

The proj(cted initial guess for potential and quasi-IPermi level at the new bias,

V3 and 03, is then computed for every node in the device by th, relations

- + '(V, 2 - 1. s)

and

03 02 + ( - ). (1.9)

It is easil) shown that these relations lead to an extrapolation of the electron

concentration (assuming Boltzmann statistics) of

These relations provide very good initial guesses. In charIe neut.ral

regions, the estim.,.tes are very accurate. In depletion region! Hie (stinwrt es

83



are not as good, but since there is little mobile charge there the coupling

between Poisson's equation and tile continuity equation is weak so that those

errors which do exist are quickly corrected by Poisson solutions. Only at

depletion edges and inversion layers do the estimates produce significant

errors, but even there tile estimates provide a smooth stable initial guess

with excellent convergence probability. The combination of these properties

serve not only to speed convergence but also to greatly increase the allowable

bias step size. Another advantage or this method is its simplicity since all

regions. of a device are processed identically.

Tie projection method provides the gr'atest convergence acceler1tion

when stepping the drain bias of devices in saturation, typically reducing the

number of iterations by a factor of two. It is nearly as effective in the linear'

region but tends to lose some of it, effectiveness in projecting initial guesses

through the transition from linear to saturation. For subtlhreslmld bias

conditiols the method does not significantlly reduce the number of it era lions;

however it does allow larger bias steps to be taken without loss of stable

convergence.

4.2.2.2 Single Poisson's Equation Iteration

he second convergence acceleration technique is the use of a single

Poisson solution per outer loop iteration. An inspection of Table ..5 reveals

that each continuity equ,ation solution severely alters the previons IPoisson

sol ition ns indicated by the large inter loop error seen after each outer loop

iteration. In short, the accurate Poisson solution achieved thnrough several

iterations of the inner loop is unnecessary. fly performing only on( inner

loop iteration on each pass through the ouier loop, the imnlier of outer loop

iterations increases by roughly 2OV, , oth totail numter of niatrix solittions
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Fig. 1.6. Algorithm flow or the single Poisson acceleration sclhiei, showinIg
elimination of the inner loop.

decreases by roughly ,0'. Figure -1.6 shows the revised flow chairt with the

elimination of the inner loop. This te ch nique a))lies only to the linear and

satu ration bias conditions. Its use in suhthreshohl simnulations will ge era llly

increase the total numiiber or matrix solutions required.

The success and sta)ilit y of this mietlhodl provokes the quest ion of Wh, her

this merging or the two iterative loops could be takell a step further when

iterative methods are used for the natrix equation solutions. That is, rather

thatim rully converging on ai it ('rative solut ion to t ihe Poisson mat vi Xeuat ion
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and then fully converging on a solution to thle continuity niatrix equation,

perhaps thle program should alternate between a fcw iterations of each matrix

solution. This possibility is worthy of additional consideration, but was not

pursued1 in this work.

4.2.2.3 Overrelaxation

[rhe third conivergenice acceleration techiqu~e is the use of a form of ovecr-

rela.ratiopi. rhis technique must be used on)tlv with Lhe single P oisson iteration

dlescrib~ed ab~ove. T[he met hod waos dlevelopedI by observinig thle (ictais or thle

convergencve of simiulat ions using projection andl a single Poisson sr utiin.

Figure .1 shows the potenitial ai(l qu asi-Ieruini potenti.A convergen (C of' a

no(de, in the channel region of a Ni 081'li' biased inl satunra tion. The error is

plJot ted "vrsi is thle on t er loop iteration comit, thbus each it erat ioni represenlts

two( mat rix solutions. Finer dletail of' the potenitial and qtmasi- Fermi pot (li l

coYnIvrgen1co is; shIownl inl ligure IS. along withi the electiron concetitrat ion for

the same nodle and the total (lraiiii c urirent-. Note that t he la~ttIer two lat; by

a bout 20 it erations.

The mnonot onic nat ure of thic potenitial convergence for this node over t. hle

first 10 to 20 iterat ions Is typical of nio(es observed inl othier regili s of' theT(

dev ice. Since the p)otnial inc remenits5 are nearly conlstma t for every ite(it iof,

it appears that, raster conlvergenice can he obi a iie(d by muerely itc reasimu the

size of th Ipv )otenitialI il nerenIl its. Thllis is someb I cNImt :unalIogous to overreLivi t ion

ill it erative matrix solu ti mietho mds. \Vhei tilhe vect or oh' potcLilt i l inmicli ct

out Of thle lPoiSSOn l n lon161 is mu Ilt i plied by) a fac (or greater (hianl onec before

l)(itig ad dlc'd to thle p rev ioums pot enlt i aIs, fastrer conivergenic ( oes (i 0'51ceul resuilt.

Figm re -1.9 shows the improvement~ in dIra iicii crrent con\'ergeilce obt ai ned

- ~~usi tug over relaxaition. A\ fact or of 1 .0 meic 11511 overrelaxat ion amd 1.;) or 1 .9
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Fig. 4t.7. Potential and quasi-Ferflni potential1 COnIVergence or :i node ini the

channv]e region of aNMOSFETr biased in satutrat ion.
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Fig. 4.8. Finer dectail of the conv(rgence showvn in Figuire .1.7 i ncludIing node
clectron coiiceii~rat ion convergence and total dIraini cuirrenit voiiver-

gen ce.
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Fig. .I .9. D~rain current convergece accelerat ion Usimri overrel avion01.

Mean that the Poisson solution vector is mul]ti ed by 1 .5 or 1 .9 each t imte

before Llid a tj ug the potentiLs. Factors of' I wo or larger caue immiediat e

inst )bilit v in the iterations, su,,gesti-a siilarity bet ween this net hod and

the successive overrelaxatioti mat rix iterative technique.

T[le P I SCES program uses a variable overrel:Lvation fact or whtichI chanituges

(very t i lco. itecrationls, typically st artinrg at a large valuev and thIeni dcrea ;-

ina.Thils factor is con-iputeCI using an algorit lhin pulblishied by Carr( [1.191;

howe-ver, fie(I factors between 1 .5 andl 1.9 generally work equally as. well.

'[lie overrel axation tech nique can be usedI only when using tie ;inrgle 1 oiss-of

miet hod AIso, t hus it, is a pplic ab)ic only to thte il iiear and~ sati u rat ioil regl() us of'

operation.

4.2.2.A Linearizat ion TermT 1RedlICti0f

Th'le final convergence acceleration technique is rcduncl oin of tine llri cari(L-

llon te rm inl Poisson's (piat ion . TIlhis miet hod is closd lv rlated tCo thle over-



relaxation method and their use is mutually exclusive. The basis for this

method can be derived by inspecting Figure 4.7 and observing that the quasi-

Fermi potential closely tracks the potential as they both converge. After each

update of the potential by a Poisson solution, the continuity equation results

in a nearly identical step in the quasi-Fermi potential. This violates one of

the assumptions made in the discretization of Poisson's equation performed

in Chapter 3. In that discretization, the linearization of the carrier statistics

was based on the assumption that the quasi-Ferrni level would remain con-

stant as the p.tential changed resulting in a predictable change in electron

concentration. When using the single Poisson method, however, the quasi-

Fermi potential follows the potential change at each iteration; as a result the

linearizing term in the discretization should he made smaller.

The Boltzmann carrier statistics assumed for this work are expressed for

electrons as

?t = nti e NI - O ) V r . (,. )

The linearization of Poisson's equation then uses the partial derivative

(9n n- T (.1.12)o90 Vr ;

however, ir 6,, tracks 0,, then in one iteration of the outer loop,

An nAn -<  -" (4.13)

Thus, more rapid convergence should he obtained if one uses a linearization

of
9n n= a V -1'( '

where the accelerating factor, a, has been empirically determined to lie in

the range .3 < (x < .6.
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This technique is roughly equivalent to the overrelaxation technique

except that its effects are limited to regions of the device with high electron

concentration. In low electron concentration regions, the linearization term

is small and the Poisson solution values are unperturbed. In high electron

concentration regioi, the linearization term dominates and the size of the

update potential solution is increased by a factor of approximately ]/a.

Figure 1.10 shows the drain current convergence acceleration achieved

with this method. The normal unaccelerated case is obtained with a factor of

1.0. A factor of .5 is comparable to selective application of an overrelaxation

factor of 2.0 and is seen to reduce the number of iterations by about one

half. The third example shown used a factor which started at .2 for the first

iteration, and increased by .033 each iteration until reaching .6 where it, was

fixed. The initial convergence was very rapid but unstable causing a residual

ringinig iri the drain current even after the acceleration factor had moved

into the stable range (>.5) on the tenth iteration. The convergeice rate in

this case was only marginally better than that obtaiTIed using a fixe(dI value

of .5, but the rapid initial convergence obtainable from use of an unsta ble

acceleration factor value will generally result in a savings or a few iterations.

An acceleration factor starting at .3 and increasing by.0.1 each iteration until

reaching .6 is recommended.

As mentioned earlier, this method may be used it erchangeablly with

the overrelaxation tnethod, but, they cannot be used simultaneously . 'I'lle

performance of the two methods is nearly identical and no reconimendlations

are made as to the use or one over the other.

It is important to note that Figures 1.9 and '1.10 show the drain current

error within a range of plus or minus .4'. Drain current accuracies required

for device simulation are more ty)pically 1.0",' and cerl ainly not less tlen
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Fig. 41.10. Drain current convergence acceleration uising reduoct ion or thle
linearizing tcrni.

0.1'/0'. Looking at thfe filgurc-s, thevse lvels or convergence are achieved in 12

and 25 iterations I'espect ively1, th~us the Coll vergeiice to U eful levels is qui te

rapid when using thle convergence acceleration techniques.

The conlvctrgellce weceleration obtainale( fromoin Ofl)itlat ionM of these ac-

cclerition mnethods5 onl a MIOS nIT operating in the sat imrit i n mode is e-

hiibited in Table 4.6. The left hiand columin shio','s the five drain b'ases at

which the simulations were rul i. Thme SeCOnld ('ol1111n Shows thle numI~ber of

mlatrix solutionvi (Poisson plus continuity) required for convergence at. each

drai ii bias wi th no acceleration. Thel( toti a momil er required for all five biases

is shown at the bottomn along with a ratio of the total noumber foi eachI colu mn

to the total of thle unaccelerat eC (0111 inf. The third columin showvs thle ac-

celeration achiieved using projection alone. The fourth1 and fifth1 coll u 01115 shlow

the acceleration achieved using thle si ogle Poisson it erations alone and with

projection. TI'le( final column[~l shows the acceleration achieved by uising all

91



Table 4.6

Number of Matrix Solutions to Convergence

Acceleration Method

Overrelax.
Drain 1-Poisson 1-Poisson
Bias None Projection 1-Poisson Projection Projection

1.5 189 98 120 74 68

2.0 188 110 86 84 68

2.5 183 103 88 84 48

3.0 183 78 88 70 58

3.5 184 82 90 52 48

Total 927 471 472 364 290

Ratio 1.00 .51 .51 .39 .31

three: projection, single Poisson, and overrelaxation. Comparable data was

not taken for the linearizing term reduction method, but results are quite

similar to the overrelaxation results.

The data in this table is slightly distorted in the conservative direction

due to the convergence criteria which was being used at the time it was

gathered. The iterations were stopped when the change in drain current

from one iteration to the next became relatively small. This was delermined

later to be a poor criteria since it usually stopped on the peak of' the drain

current overshoot a local maximum of drain current error magnitude as seen

in Figures 4.9 and 4.10. Occasionally, however, the algorithn missed the

peak and slopped many iterations later resulting in a more tightly converged

solution. Typically, the algorithm stopped on the peak for slower comverging
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imethods but not on faster ones, thus the entries in the unaccelerated column

of Table 4.6 are loosely converged while some of the entries in the remaining

columns are tightly converged. As a result, the net improvement ratio is

underestimated. The outer loop error norm as described earlier is a more

stable measure of convergence and is used in the present version of P'ISCI"S.

A convergence criteria for this error norm of' 10
- 4 results in loose convergence

and 10- 5 in tight convergence. Use of this convergence criteria for all of'

the data in Table 4.6 would show a total acceleration improvement ratio of

approximately .25.

4.2.3 Convergence Rate Sensitivity to Bias Conditions

The previous discussions have referred to the sensitivity of convergence

rate to the device region of operation. Figures ,4.11 and 1.12 show this

sensitivity in the computation of I)/1V(; and 11)Ip7)s characteristics for a

short channel ICFET using a 700 node grid. In hoth figures the drain

current is shown as a solid line and the total solution time per bias point as

(lots. The solution time was measured on an I11-000F1 minicomputer uiiin g

vector arithmetic with each matrix solition of whe 700 node gri(d requirirg

apt)roximately 30 seconds. Note that the piecewise nature of ihe drain current

curves results from the large discrete bias steps.

Figure 4.11 shows the (train current for a drain bias -)r .00V and a gate

bias at, steps of .2V from sub-thi rshohll to the linear region ol' operation.

Projection of the initial guess was the only convergence acceverat ion procedure

used for these simulations. The very small drain bias in these simulations

avoids the need for any other acceleration procedures. The solution times

are small for all bias points hut increase slightly near threshold where the

device is chariging from subthreshold to linear operating clara't erist its. This
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increase is due to the errors incurred in projecting an initial guess in a region

where the device is changing modes of operation.

Figure 4.12 shows data for the same device with a gate bias of 2V

(well above threshold) and drain bias at .5V steps. The projection, single

Poisson, and linearizing term reduction methods of convergence accelerition

were used for these simulations. The noticeable aspects of this data are the

large solution times required for drain biases at the knee of the curve and

the decrease in solution time as the drain bias increases. The first (nta

point shown on this figure is .5V and occurs in the transition re'gion bet ween

the linear an(1 saturation modes of operation of the device, thus the lower

solution times required in the linear region are not shown. A small part of

the reduction in solution times as draili bias incre.ses is the iinproveniit in

accuracy of the projected initial guess, but the iteration output reveals tlit

this accounts for only a few iterations difference per bias point. Tlie principal

difference is Whe rate of convergence. In the transition region it t:Ikes more

than ten iterations to reduce the error norm by one order of mai,-itiide, but

in the saturation region it takes less ihan ive. The cause of ii perfornmalnce

is unknown; although, it appears to be a charact(,ristic of t.h, convergence

acceleration schemes since it is not, observed in unaccelerated e siiiumiations.

Some ad((,d insight is provided by Figure 4.13 which shows the error in

surface potential at each of the first IS iterations for a device N ithi a 1.5 1in

gate length. Only the projection and single l oisson accelrit ioi schv.inens

were used in this simulation. It is evident that the error is domi n. ied l)y the

first harmonic in spaciil frequency between the source and drain and tlhat it

converges very slowly. Apparently the alternating method provides a(eqii ate

hoc;,I coupling (adjacent nodes) for the P oisson and continuiiy c,' Izitions blit

is less adequate globally, specifically from the source to le drai along
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Fig. 4.13. Surface potential error at each iteration (of the first IS) for a

MOSI"ET in saturation. The chaMi , ric xt'ri(k; frolii ,[ppro.,Nately

.75 lin to 1.75 lim.

the invvrsion h:iunuiel. It would :ippear pruIdCTnt to i investigate ruiethiods of'

supplenieti fig this couiphiig across the length or the cliannel.

'The approximate iolution times for the various device operating regions

are summarized in 'l'ahle ,1.7. An average nuolier or matrix solutions required

,, for convergence in each region is given along with the number ol linu. (s

requii red for i re different, grid sizes.
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Table 4.7

Approximate Solution Times on IIP-1000F

Minutes per Bias Point
Number

Operating of Matrix 323 600 700
Region Solutions Nodes Nodes Nodes

Subthreshold 7 1.2 2.7 3.5

Linear 25 4.2 9.6 12.5

Transition 50 8.3 19.1 25.0

Deep Saturation 15 2.5 5.8 7.5

4.3 Summary

A variety of direct and iterative matrix solution methods are presented

and their applicability to the Poisson and continuity equations are discussed.

The advantages obtained from various grid renuniering scherm'es are also

discussed. The nested dissection renumbering is shown to prov';de significant

savings in both storage and solution time, especially for larg(' grids. These

improvements are tempered by the fact that thc re-ordering results in shorter

vectors in the solution algorithm. The shorter vectors, in turn, slow down

the processing speeds available on modern vector computers.

Solution of the coupled system of equations is addressed and the tradeolTs

of simultineous versus alternating solutions are di;cussed. Convergence of

the alternating method without acceleration is analyzed and shown to be

prohibitively slow for IGF ",I's biased in t lie linear and saturation niodes. Four

convergence acceleration techniques are preserzfd which, in voinbi nnion,
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increase the convergence rate by roughly a factor of four. These methods

involve computation of an improved initial guess, elimination of excessive

solutions of Poisson's equation, overrelaxation of the potential up)dates, and

reduction of the Poisson linearization term.

The convergence rate is examined as a function of bias for operation

below threshold and operation above threshold with acceleration. Solutions

above threshold take roughly two to six times as long as subthreshold solu-

tions. Convergence is the slowest, for devices biased in the transition region

between linear and saturation operation but improves as the device is biased

deeper into saturation. The dominant electrostatic potential error observed

during convergence above threshold is a first harmonic in spacial 'requency

between the source and drain at the surface.

The next chapter provides two application examples of the PISCE'S

program.
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Chapter 5

APPLICATIONS

This chapter covers two examples or applications of the PISCES pro-

gram. In the first example, an NMOS transistor with a channel implant

is simulated in the punchthrough region of operation using three different

simulation programs -PISCES, GEMINI [5.1], and CADDET 15.2). The

effects on punchthrough current of varying the source/d rain jrinction dep ths

are also shown. The second ex:anple demonstrates the utility or the PlS(T'Si

program in evaluating physical models. The field dependent mobility of field

effect devices is explored through use of a distance-from-the-surface mobility

variation.

5.1 INIOSIET Panchthrough

A potential contour plot or the N-channel MOSFET simula t,,l for this

comparison is shown in Figure 5.1. The important d(vice paramctc(rs are:

simulation length 3.5 pm

simulation depth 5 Jin

oxide thickness 500 A
channel length .7 pm

substrate doping 2 X 1015 cr - 3

junction depth .4 jtni

channel implant (lose 3.1 X 1011 cm - 2

channel implant depth .18 pm.
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Fig. 5.1. Equipotential contour plot ofr N-channel MOSFET with imlanted
channel.

The planar oxide was usedl in order to acconiodate the CAIDlET prograi

comparison.

F'igure 5.2 shows the results of thc punchithrough simutlations usinig

PISCES, GEMINI, and CAIDlET. The drain biasi was varied in one volt steps

from one to ten volts while holding the gate at - .5V. An analysis of equi-

potential contour plots wouldI reveal that the punchthrough current path is at

the surface for VDS < 7V and in the bulk for VvS > 7V. The .., i source

and1 drain regions are modleled as Gaussian implants with the coiicent rat ion

peak exactly at the semiconductor surface. The .45jun junction depth device

source and drain have the same Gaussian shape but, the peak is shifted .05/111

below the semiconductor surface. Only PISCES was usedl to simulate the

.45 pixn junction device. The punchithrough, current for this (device exceedls

that of the .4 ptn device by as much as a factor of' 50. This fifty-fold in-
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Fig. 5.2. NIOSFE IIIpu I)lit Iirough characteristics uising PISCF'S, C I INI,
andl (CA 1)1) LI. The current pathI in the .A p il junictionl devicc is at
the( semiicoinduictor surface for b~iases below 7V and in tite bul1k for

higher biaises. 'I1w( .I15im juiict ion device res ults are( from [TVCIS
only.

creasc in pun cht hrough cui re it withI a 12'c' increase tin junction depthI is a

rat her startling resuilt and~ illitst rates the utilityv or numerical sin111lation in

dlev ice (lesigil . Tli i; ext remie sensitivity andI simuvilar selisit Wit ics toju WtOl

curvatunre and 'iinltritv gradienits Inake amltr" iiodeliiig' of' these eflect s

extirernely (IifTicult.

The t hree siraijilion prograru1is usedI to :iii:ilyze tit' .1 j1m jiilicti'oll dept il

device agree quite well throuilio t. tite ratige of d rain1 iases. Tb e) reason

for the( discrepancy in the G EM INI solid ion :t V1) s =61' is- iunk nowin but

may be' related to thle shuift ing of the domn iantI pn nchi lroiigh cuiirreint pathi

frot t ie( surrace t o t he bulk. The CAIDLT program showvs a variat ion fromi

tie othInr t wo at d ra in Voltages above 8V . Ihel( largest v ri at ion between the(
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three programs is approxinmately a factor of two. This is larger than one

would like but, certainly sufficient for the accuracies typically achieved for

subthreshold device characteristics. Simiflar comparisons between PISCES

and CADI)ET for devices operating above threshold show excellent agreement

with variations typically less than 5'.. Note t 1, at GE'MINI is applicable only

in the subtieshold and low-drain-bias linear regions of operation.

Inevitably, differences in results from the three programs can be traced to

differences in ,rid placement, unrealistic physical assunnptiens for the simu-

lated condu1tions, or loosely conver ,'d solutions. The autoniatic grid genera-

tion of CAI)lIET and the inflexibility of the rectangular grid occasioally

result in poorly placed grid points. TIe limited n umber Or allowed grid points

in P ISCES also may result in sub-optimun grid placement. 'he CA\I)LT

assurnption of a one-dimensional electric ield in Ihe oxide and tle GIH'ININI

assui m)tion of constant quasi-Fermi levels can c:,use difIicidiv if the device

structure or bias exceed valid range . I.nder-coverged solutions are par-

ticularly noticeable in CAl)!)I: T due to le solktion methods and convergemi ce

crit et-ia used.

U of these programs are more limited in accuracy by their nmodels of

higher order physical plieniomena, however, than by their nIIu ic iC:il Tmiethiods.

Accurate simulators must include models of phenomena such as velocity

satmration, field and concentration dependent mobility, hanidgap narrow-

ing, dc',,.n(rat.e statistic;, surface states, two-dillensional iipunmity profile's,

ScfoLtky barriers, etc. The limnitation is nol one of implnieltitaion, but

rather one or' obtaining an accurate model. M uch current controversy sur-

rounds such topics as bandlgap narrowing and mobialit y models. The uWility o r

numnerica l simulation in investigatint such models is displayed in the following

sect ion.
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5.2 Strong Inversion Mfobility

The subject of channel mobility under strong inversion ha-s had con-

siderable attention in recent years [5.3 .5.51. At, issue is the variation of sur-

face nmobility withi substrate doping, vertical electric ficld, crystal orientation,

substrate bias, and interface charge.

D~evice designers have tradlitionally used empirical relations for predlict-

ing device performance based on the obser v-i effects of subst rate bias andi

im purity level on chian nel molbili ty . It was ge neraaiy i), (lersi ood t 1a som1 e

formi ol' scattering caused the mobility variations but that the effcle c ouldl be

paranmet erized in t erms of the su bst rate biais or impn~u ri ty levels. N lore rectit lv.

it has become evidlent that the scattering occuirs at. the secii ('1(1uctor-

insulator interface arnd that the shape of t he in vers*,on Li)e +li ar,, proli le is

correlated wvith the niobili I. v \ariations, i.c. the mobilit': rediwtion !17 orcatest

-when the cent roid of the inversion layer profile is roea rest thc surf'ce. Thliis

compreT-ssion of the inversion layer at the surface is related to the nI i;,litudi I

of thle surface electric field, t hu s em pirical models usi rig the mr r:wc field as a

para meter have emierged [5.61. The observed variationis \\ it ii sir V-t raitc dopinrg

andl bias are caused by the difference in surfiace fivld,- required for ceqn i valerit

invers-ion levels at the different, sub)strate imp urity levels and biases. EBven

better ;?-rfcme 1Ii bet Wee iiModel andI measti cement, over a wvide range( ofru

strate conditions; hias been achieved wi th use of the "average"' or e flect i xe ield

in the in version layer [5.51.

Pronm Gauss' law, the surface electric field is given by

ES = JQ1 (5.1)
C,9

While the Cfelt ive field is giVT vebIy
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Q,/"2 + Qu
Eefj f j2Q (5.2)

where Q1 is the inversion layer charger per unit area, Qn is the bulk depletion

charge per unit area, and c, is the semiconductor p)ermittivity. The current

belief is that phonon and surface roughness scattering mechanisnis dominate

the room temperature surface mobility in strong inversion and l)honon and

couloibic (interface and oxide charge) scattering in weak inversion; however,

the quantification of these effects is not well understood.

The point of the foregoing discussion is that the em)irical and analyti-

cal models for surface mobility used by device designers and in circuit

simulation programs necessarily avoid handling the basic un(erlying physi-

cal mechanisms in order to obtain computationally manageable models.

Numerical simulation, on the other hand, can more easily accomnodate the

underlying physics and thus can be used by device designers for more ac-

curate and operating-region-independ(ent results, and by ((,\ic(, physitc-:s for

studying the validity of their models. In this section, IlSCES is used to

evaluate a surface mobility model in which the mobility varics with dis tance

from the surface.

A very long channel device was chosen for this study in order to inimlize

the influence of the source and drain on the channel potential. The import ant

device parameters are:

oxide thickness ooo

channel length 50 tim

substrate doping 1.2 X 10"'5 cm - 3

fixed interface charge 101' cm - 2 .

It is well known that the carrier mobility varies from its vnlue in the

bulk to a lower value at0 or near the surface; however, the valiie of tie surrac'e
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mobility and the functional form of the variation with distance are not known.

A. Gnidinger and II. Tally [5.7] have computed the thickness of inversion

layers to be on the order of 100A and have shown quantum mechanically that

the carrier density peaks at distances on the order of 25 A from the surface.

It is reasonable to assume that the variation with distance is monotonic, thus

the mobility model chosen is one in which the mobility decreases exponentially

with distance from the surface with charac! eristic length on the order of 25A.

Mathematically, it is expressed as

(Y) - (P - (5.3)

where Pb is the bulk mobility, u, is the mobility exactly at the surface, y

is the distance from the surface, and a is the characteristic length of the

variation. Figure 5.3 shows the results of simulations with three differeint

values of the riodel pararnet ers. In (a) there is no mobility vari:tio' with

depth and the classical straight line variation of In withI V; is observed. In (b)

the mobility is 1000 cm 2 /V-s in the bulk, _100 cn 2 /V- at the surface and has

a characteristic length of 50,. In (c) the bllk mobility remains hi same, but

the surface mobility is reduced to 10 crn/V-s and the charactcri, ic lenth

to 33 A. In order to accurately qunit ize these variations, the grid spacing

perpendicular to the surface is very smiall, starting at less than 10 A. This

small spacing is somewhat restrictive since it, consumes large iuirl)rs (f grid

poinlts and could cause nu nerical errors in the difference equations.

The reduced drain current for cases (b) and (c) of Figure 5.3 reflects

the reduced channel mobility. The flattening out of' the curves at. higher

gate biases is characteristic of l(IElT's and results from the crowding of the

inversion layer charge closer to the surface. figure 5.1 shows the relation

betwe('en the II)/V(,; curves, the field effect mobility ('111), anI eflectiv
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Fig. 5.3. Iolloff of drain current with gate bias showing effect of distance-
fron-the-surace mobiliLy model. Tihe mobility is in cm 2 ,/\-s and

Y is in A.

mobility (p,!f). These are expressed inathemat'ically as

/peff - ,,, (i/W),. (5.,1)

V)s-0 q l'in v

and

lirn (L/W)g, (5.5)

whcre L and W are the chamel length and with1, Yd and g,,, are the drain

conductan ce an( trarniconductance, qNin, is the total induced charge in the

channel per unit area, and Co is the gate capacitance i)er unit area. Note

from the figure that these two mobiil ics are equal it the stcepest part of the

curve. These relations are described by S.C. Sun [5.8] whose mieasurements

are used for the comparisons in the reinaindcr or" this section.
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CffCCt MObility J'FL'

Figure 5.5 shows the compar,)Iison of simulation vers:us mci: ii redJ results

for the device described earlier. The mobility model paramecters used aIre

!Lb =1286 cm 2 / VS, P,; = '100 Cm 2I/V-s, and oa 50 A. The bulk mobility

valIue is chosen based on the sutbstrate impurity concentration. Tlhe solid

and (hashed lines represent the simulated (lata, for y~fj- and /1 FL, respectively

and the circles and squares the rfeasur((l vai!ucs. All though the simIulated

arin meaured results are offset, they have the sameIV shape1. Obviously, the

(litane-l'rii-tl-si racetmobili ty model lIrv, t he proper- oeet, ont lthe efflect.iv~e

mobility although lthe functional form or pa rameter N':ilities of' the imodel may

not be correct. It would be of interest to fitr tie two unknown lparameters, p.,

and U7, to additional measu redl results in order to determineC time pacitmter

senSitiVities to device fabrication and structure variations. The curve fitting

would be an empirical study; however, tihe p~arame(t ers It ve a 1)1 ii t l ca bais
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Fig. 5.5. Coimparison of' si mulatecd and~ Ifl(l5U red values or ,f anid lp ,,

iith varyintg gate voltage.

Mid C0iII(I shed liglt. Oil Mil~~ity phenomiena as opposed~ to( anailyti cal miodels

such Ias those' lsed ill ci rc iit, simTu lation proframI dev ice 1110(1(1 wvhi ch have

no0 phiysicali b.1sis. Th is Sturdy is Ilit at temnpted sinrce it. is nio thIle i nitci of'

this work to (levvlol) a new mobility miodel , b~ut it, is 511 gged ('d as all a iea of'

fi rt her research.

ihe Iii:i Ni~lln 111111 Or te'IiTIObiIi tv occurs at the poinut ha belied j1?710*, ill

Fjiure 5.5. Si nce t Liis peak alIways oc curs at a gate volt age just ablove(

tihrvea hold, Ilhe surt'ace i.S On11ly wealy) inverted . As sti bstrate dopil, Iit iicreases,

the :m-rlacc' field reqIi iredl for t he sameI) degree of' surface inversion ails-o iii-

creases resutlt inig ill more crowd ig of the inlversion layer cha :rge andh~ thu 11118 lowe

11ax This redulct ion ili inaxiimluul Iobility withI increased si115t rate (lopinig

f ~ ~~~is seen inl Figri r 5.6. 1 oth meai~suired and~ Sill ated re'sult s are showin a long

,%it ll the b1AIll iobihit v values for comiparisoni. The sijunla1:t ed re';rult s Weeob-
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Fig. 5.6. Comiparison of simunnlat ed an m11neasulred values of p~f~ senlsj ivi:y
to substrate dlopinig.

tained at subst rate (lopiligs of' 1 .2 X 101 , 1.2 X 10",~ and 1.2 XK 1017 eC Hi3

The simul at ed results are comnparable to thle mieasu red valuies but, shiow a

SteeiAe slope iT1(fi eating thlat t ie su11rface mob11 iity re((] tictioii effect is,- too st roilf

withi the chosen parameters.

Onv or the prin1cipal 1)0!ll tsOf thiis SeCtiOT) is lin t, numeairic;a)] si mlit ion

canl be useful inl tihe eva1lution of physica :i odels. Attem p iti~g to iimit ci tihe

measured (data shown here and avai 1:1 Ie elsewliere by rnodi fyi mi thle mbll~it y

miodel shldnm prov ide add itijonal insight. inlto tihe chiaracte(rist ics of su rface

InversionI layer mob01ility . riie ot her po int, is th at tie use, of tw bemost rumn-

damnenta! physical modlels pos-sible resm Is iln the mos,-t p~owerfli a idI( versatile

device Simulation programs. Fie relatively si Ilii (istamice- frojil- the 'urfrce

mnobi lity rimidel, for exaimpie, is easier to iplemen(11t thIIan amt ('lcive i yeti

mob~ility reduction mfode~l and~ I1l11CWor universal t han siibst mat e bias a mmd]

substraite (lopj m lobilitly reu iction1 models.
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5.3 Summary

Two examples of application of the PISCES program are presented-

punchthrough current simulations on an implanted channel NMOS transistor

and evaluation of a distance-from-the-surface mobility model. The PISCES,

GEMINI, and CADDET programs are compared for the punchthrough

simulations. Their results agree throughout the range of simulated biases.

Simulations also show that a 12% increase in source/drain junction depth

can result in a 50 fold increase in punchthrough current. Simulation:; using

the depth dependent mobility model indicate t1.a such a model may be uset'ul

for device simulation in lieu of field dependent models. An eXact form for the

model is not pursued but is suggested as an area of furlher research. The

effects of mobility reduction with increased gate bias and increased Subsitrate

doping are denionstrated. One disadvantage of tne depth dependent mclbility

model is the need for very fine grid spacing normal to the surface.

The next chapter summarizes the conclusions and reconmnendations of

this work.
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Chapter 6

'1

CONCLUSION

The two-dimensional structure of modern semiconductor devices demands

the use of two-dimensional numerical simulation in device design. The ap-

plication of analytical models simply cannot accurately account for the highly

two-dimensional impurity profiles and potentials and their interaction.

All of the two-dimensional device simulation programs currently avail-

able are too restrictive to be of great service to device designers as witnessed

by the slow acceptance of the few commercially available device simulation

programs. Restrictions in allowable device structures, grid, computation

time, memory requirements, accuracy of physical models, and ease of" user

interface are seen to some degree in all programs. Various aspects of these

lirmitations have been addressed in this work through the development and

application of a device simulation program, PISCES. The prograin contains

some of the same limitations but is extremely flexible and allows investijation

of many of' the device simulation program restrictions.

6.1 Summary

The allocation of grid in various regions of a device has been addressed

in terms of grid type, grid density, device structures, and impurity profiles.

IThese analyses show that the densest grid is required in regions of high net

charge density, large gradients of net charge density or large gradients of

potential. The use of reflecting boundary condi ions alon1 t1 Oe .i4des of' the
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device is shown to require significant lateral extensions of the source and drain

in order to accurately represent the device potentials. Simulations have also

demonstrated the inadequacy of rectangular uniformly (loped approximations

to the source/drain regions. Even a very coarse approximation to a Gaussian

source/drain profile is shown to provide very good results.

The application of finite difference discretization of Poisson's equation

and the current continuity equation to an irregular triangular grid has been

presented including the special cases of obtus(, triangles. A more consistent

area allocation scheme has been presented along with a simple teclhnique for

avoiding negative coupling coeflicients in the Poisson discretization for o)tuse

triangles. The quasi-two-diMensional discretization of the continuity equation

using the Scharretter-Gummel algorithm is accompanied by a proof of the

non-existence of a fully two-dimensional form.

A variety of' matrix solution techniques have been conIpare(l in ternus

of their applicability to device simulation. The flexibility and stability of

the LU decomposition inethod are offset by the rapid growth of solution

tirne and memory requirements with grid size. The opposite can he said for

the iterative methods of SIP and ICCC which do not grow as rnpidly w\it h

grid size but are more restrictive in grid type and sensitive to the matrix

coefficients in solution time.

Evaluation of the LU decomposition method has shown that proper

numbering of the grid can result in time and nieniory savirigs. Numlheritig

a rectangularly connected grid in the shortest direction (i.e. row or coluin)

minimizes the generation or non-zero matrix elements and thus reduces the

matrix equation solution time. A more exotic renumbering scheme, nesteld

dissection, is shown to reduce the solution time from O(N") to O(N/) and 

storage requirerient s from O(N 3 /2) to O(N In n). lhCs, results, obt :ined on
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triangular grids, matchi those reported for rectangular grids. A drawback of

the nested dissection method is that vector computers cannot be used to full

advantage because of the shorter vectors generated by this numbering.

The convergence propertics of GCumrnel's alternating method for thle solui-

tion of Poisson's equation and the continuity equation has been thorou~ghly

analyzed. Thle method works exceedingly wvell for devices biased below

threshold, generally requiring less than Five iterations. Simulations of devices

biased above threshold but with very little current flowing also converge

rapidly. Significant convergence problems occur, how ever, for dlevices bia)Sed

in the linear arid saturation regions of operation where substantial currents

are flowing.

Four different methods have been derived in the course of this wvork for

accelerating the convergence of the alternating method in these operating

regions - project ion of' the initial guess from previous solutions, use of' only

one, Poisson it eration per alternating ite-ration. overrela,%at ion of t he elect ros-

tat ic pot ential solutions and redu ction of the Poisson lineari zing t erm. The

(ise of combinations of these techn iq '3 s redIu ces the averaige sol ut ion ti me by

approximrately a factor of four. Using these acceleration I (cli iq(uis, 1s the

dIrain bias increases the solution time for 'NOSlPET draiin bi:'e; step,, is ecu to

increase until reaching szaturation andi then decrease as the device is lNlasedl

deeper into saturation. This solution time reduction with increasing hias; in

the saturation region is seen only when using thiese acceleration toct imii ls

and tenjds to counter claims that. the alteriiati ng method is not prauct icai for

simulation of devices above threshold.

Eveii with1 the acceleration tech n ques, tOw convergence above tIi rcshiol d

is still relatively slow. Pliots of surface potential error versus locat ion along

thle channel show a Sinrgl e Si! misoi rJni va ri ationi of thlie error from souiirce to
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drain. The sinuisoid undergoes very slow decaying oscillations in a -wave-like

manner as the iterations progress. This first harmonic in spatial frequency

of the surfacc potential error appears to be a dominant factor in the slow

convergence of the alternating method above threshold.

Comparisons, of' the PISCES, GENNI and CADDL'1' device simulation

programis has shown agreement to within a factor of two in subtliresmoldl

simulations and to within a few percent above threshold. These and] other

differences bet ween simulation programi soluitions call usually be traced to

di fferenice in gridl p lacenienit phiysical assum iipt ions or COIN verg-uncf Ioliramice.

A depth dependent mnolbility modeld has beeii i mplc emnted ini order to

examine its f'easibility and to demonstrate the ability of ijunirical siiitat ionl

programs to use more fundlamiental physical mlode> t0i. an t lie 1a :i ical or

emipi ri cal mod els. Simiulat ions using this model have shown rcasmin alIc, ag-ree-

nIent With rneasu ren1-Ien(t for mobility variat ions wi th gate bi as -ii d su hstratle

doping. This applicationi or dievice sinmntion also demonsm rate> lhe utility

of su ch progra miis in lie eva]ii at ion of' phlysical niodlls.

6.2 IRecomirwrnda tioris

As withi most scienitiflic en deam'ors, thIe re appear to be miore' (u Jietions- at

the enid thlian there were at. thle st art. The 1PISW(?S program is ext remnely

well Suited to thel( st udies performevd in t his work but. is UusatIis le ory as a

device designers tool. Several muodi fications to the programn are suggested

with varying (degrees of additional research requliredI.

The rectangularly connected trianguilar grid of PISCES aippears to be. a

reasoniable comtipromise inttIernis or flexibi llity ill mat cling (1viest rue i res,
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ease of gencration, and compatibility with miatrix equation solution tech-

niques. An automatic grid generation scheme should be (developed for iun-

plernenting this grid based on the grid density criteria described in this wvork.

Grid refinement with changing bias should be studied with a considleration

for the tradeoff between the increased accuracy achieved and1 the possibility

or slight discontinuities in the device characteristics due to the changing grid.

The LU decomposition matrix solution met 110(1 usedl in PISCLS is lot

the optimumI~ method for device simulation and should be replaced. Studies

should bt, perlormird on comparisons of thle sI andi Lcc&G meti110(1 a,; they

appear to he the best suited1 rejplaceinentS. lIplement. a0t ion o60ct he of theSC

iterative matrix solut ion techiniques, shoulId be acconiliijed b%. st udy of thle

effectiveness of fully merging the alternating solution iteration, by mixingt

the Poisson andl coniti nuity equmation miatrix it erat ions.

Adl ough the obtuse t riamigle (liscret izat ion is relat i vel soi id :ilnd many

ap~parent ly successful simulations have been performed wit li 01) tuse I ri; migis

in the grid, their effect is not fully unmdersto00d. Some ighl resolution cont our

plots in regions with large Tnmbers of highly obtluse I ri a ul.; for exani1ple,

have shown slight. distort ions ill the eqiipotenitial contours. Add(it ion al re-

search is suggested to quantify these effects.

The slow convergence of t lie alternating met hod for si mnub' tion of devices

above t hreshold remainus a problemn in spite of the accelera tion acehiev-ed in

this work. The significance of th e oscillations seenl in] the s mmrface p01 elmIi a

should be investigated with the possibility of' su ppleenting (lte IP is -olu an d

continuitly equation coupling along the length of' the chian nel.

Amore deliriniti VCstudy of (i dph e ent mnobi lity model shloi d he

performed in order to (determinie the proper functional form and pa-ra miet er

values, for the miodel andl it~s practicality for use, in (device siulaitioni. Thie
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grid density requirements for implementation of the model should also be

considered. Other poorly understood phenomena such as weak inversion

mobility should also be examined via device simulation.
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Appendix A

PISCES I)EMONSTIZATJON EXAMPLE

Parts of the PISCES program haxe been described in the text of this

work; however, sufficient detail for a thorough understanding of the program

functions is not provided. This appendlix provides the neccssary dletail inl

the forin of an e'xample which demonstrates most of the programn features.

Trhe dlevice Si 11111 ated is an N- channel Silicon N lIOS JEIT withI thle followirg

parameters:

gate length 1. 5 itm

gate oxide 500 A

field oxide 4000A

junclt ion depth A pill

subst rate (loping 2 ,.1015 crii

channel implant dlose 3.-] X. 10 1 1CmI-

Fixed interface charge 1 ,,< 10111 cm,,

gile material n- ty1)e polv -ilicon

source/dratin contacts aluminum.

Figures A.1I and A.2 show the inp~ut deck for thle progri. The deck is

divided into tw,%o parts to oIVlonstrat e thli saving andl rest oing- of p~rogram

dat a Wies . Vsally, one wooml d split, the (leck into seve~ral pieces o that eachi

step) in the Si i alio,6n TMy' be verified before proceedhinig to thle next.

The first iteixi in each ]in(, is thle card namev and thle reinai ning itemis are

parame icrs. There are th ree types of pa raiet ens nu meric, alphia ii nini,

anol logical. Nuxmneric p~arame(ters ire followed by an equma I sign :i i a n u nenic

value. Al phanim mnenic paraimeters are also followed by ain eqm il :igibul. miay
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TITLE MOSFET EXAMPLE
$ ** Generate mesh ***
MESH RECTANGULAR NX=31 NY=22 OUTFILE=MESHi BULKDOP=2E15 P.TYPE
X.MESH NODE=1 LOCATION=1 RATIO=1
X.M N=3 L=1.5 R=.71
X.M N=9 L=1.9 R=.8
X.M N=15 L=2.25 R=1.11
X.M N=21 L=2.6 R=.9
X.M N=27 L=3 R=1.25
X.M N=29 L=3.5 R=1.414
X.M N=31 L=4.5 R=1.414
Y.M N=1 L=- .05 R=1
Y.M N=4 L=0 R=1
Y.M N=22 L=3 R=1.25
$ **Expand field oxide *

SPREAD LEFT WIDTH= .5 UPPER=1 LOWER=4 THICKNESS= .4 ENCROACH=1
+ VOL.RAT=.4
SPR RIGHT W=1.5 UP=1 LO=4 THICK=.4 ENCR=1 VOL=.4
$ *** Match junctions **

SPR LEFT ;J=,8 UP=4 LO=10 Y=.41 ENCR=.9 GRADING=.7
SPR RIGH W=1.8 UP=4 LO=10 Y=.41 EN=.9 GR=.7
$ *** Identify insulator and semiconductor regions
REGION NUMBER=1 X.LOW=1 X.HIGH=31 Y.LOW=1 Y.HIGH=4 INSULATORI REG NUM=2 X.L=l X.H=31 Y.L=4 Y.H=22 SEMICON~DUCTOR
$ ** Dope the semiconductor**
$ substrate ***
DOPING P.TYPE CONCENTR=2E15 UNIFORM
$ **channel implant *

DOP P DOSE=3.4E11 Y.PEAK=. 18 Y.CHARAG= .2404 GAUSSIAN
$ source and drain
DOP DON~OR CONC=4E19 LEFT.JUN Y.JUNC=.4 Y.PEAK=O GAUSS
+ X.RIGHT=1.5 XY.RATIO=1
DOP DONOR CONC=4E19 RIGHT.J Y.J=.4 Y.P=O GAUSS X.L=3 XY=1
$ **Fixed surface states **
QF CONCENTR=1EIO X.LOW=3 X.HIGH=27 Y.LOW=4 Y.HIGH=4
$ Identify electrode locations**
ELECTROD NUML3ER=1 X.LOW=3 X.HIGH=27 Y.LOW=1 Y.HIGH=l
ELEC N=2 X.L=1 X.H=31 Y.L=22 Y.H=22
ELEC N=3 X.L='1 X.H=2 Y.L=4 Y.H=4
ELEC N=4 X.L=28 X.H=31 Y.L=4 Y.H=4
$ ** Print vertical grid info **
PRINT POINTS IX.MIN=15 IX.MAX=15
$ ** Plot grid and junctions **
FLOT.2D X.MIN=1 X.MAX=4.5 Y.MIN=-.3 Y.MAX=3 NO.TOP BOUNDARY
+- JUNCTION GRID
$ **End**

Fig. A. I. Samiple P1SCIHS iniput card deck for miesh generLt ion and~ device
structure (Iehiitjoii.
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TITLE PERFORM SOLUTIONS
S$* Get mesh ***
MESH IN=MESHI
S *** Perform symbolic matrix factorization ~
SYMB OUT=SYMB1
$ **Prepare for initial solution
SETUP INIT PRINT TEMPERAT=300 P.ELECT=2
$ specify materials
MATERIAL NUMBER=1 OXIDE
MATER NUt4=2 SILICON
$ specify contacts
CONTAC NUMBER=1 N.POLY
CONTAC NUMz2 NEUTRAL
CONTAC NUM'=3 ALUMINUM
CONTAC NUM=4 ALUM
$ Specify mobility models
MOBILITY VSAT CONMOB
$ ** Solve initial solution
SOLV PRINT OUT=EXOUTO
$ ** Step gate bias ***
SETUP INF=EXOUTO PREVIOUS V1=0
SOLVE PRINT
SETUP PROJECT V1=2
SOLVE OUTFILE=EXOUTl PRINT
$ **Step drain bias ***

SETUP PREVIOUS V4=.5
SOLVE SINGLE ACCEL OUT=EXOUT2 PRINT
SETUP PROJECT VSTEP=.5 NSTEPS=3 ELEC=4
SOLVE SINGLE ACCEL OUT=EXOUT3 PRINT
S ** Plot results at Vg=2, Vd=2 **
PLOT.2 X.NIIN=1 X.MAX=4.5 Y.MIN=- .3 Y.MAX=3 BOUNJD NO.TOP JUNC DEPL
CONTOUR POTENTIAL MIN.VAL=-.2 MAX.VAL=i.6 DEL.VAL=.2
PLOT.2 X.MIN=1 X.MAX=4.5 Y.MIN=-.3 Y.MAX=3 BOUND NO.TOP JUNC DEPL
CONTO QF.POT MIN=.2 MAX=2 DEL=.2
$ **End

Fig. A.2. Samnple P~ISCES input card deck for specifying device miallerial
characteristics and( obt aining simiulation soluition.

have any a! ph aniti kieric chliracter as a value. Logical paraimet ers miay lbe

followed by an equal sign a nd the words trzte or false or may appear:)i alone in

which case they are assignedl a logical valume of true. A " + in the first vo)]urn 

indicates a C0onTI IM6tiox of the previouis line. Note th at ither card namnes

or lmaramiwt rs riniv nS ay 1w1 Shortened( if tlhe reslmm (11mg marmic is 11ma mmbigmous.



The card and parameter names recognized by the program (8 characters

maximum) are shown in upper case letters with the remainder of the name in

lower case letters for clarity. The remainder of this appendix details the use

of cards and parameters by describing their use in the sample input decks of

Figures A.1 and A.2.

TITLE

The TITLE card has no parameters. All of the characters after the card

name are stored and used as a header for all printed listings.

$ or COMMENT

Either $ or COMMENT may be used to specify a comment line which

is ignored by the program.

MI$II

The NIHISll card indicates the beginning of it sequence of card'; se-ving

to define the device structure. The sequence is terminated when a no'-mcsh-

defining card is encountered. Most of the cards must appear in the order

given in order to properly define the device. A IRlCTANGIar mesli (grid) is

specified meaning that the grid nodes will initially lie at the intersections of

parallel horizontal and vertical lines. Distortion of this grid is allowed later.

There are 31 vertical grid lines (NX) and 22 horizontal grid lines (NY). At

the termination of the mesh sequence, all of the structure data wvill be stored

in a file (OUTFILE') called MESiIi. The substrate doping (IIKmI)Ol') is

2 X 1011 Cmn- 3 and is p-type (P.TYPE). The substrate may also he specified

as N.TYPI". If a mesh file has been previously stored, all struct tre (lata. may

be read with the single paran1iter INI'IIE and the name or the ile.

12(0
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x.MIsHI

The X.MIS11 card specifies the location along the x axis of one of the

vertical grid lines. The first NODE (actually all nodes on the first vertical

line) has an x-axis coordinate (LOCATION) of 1 pmn. The origin of the x axis

may be arbitrarily chosen. The RATIO value has no meaning for the first

node.

The next cardl is also an X.MESII card but the card name and parameter

nanies are shortened for ease of typinig. All of the cards in this example follow

this Same pattern in -which full card and paramneter names are used on the

first occurrence of a cardl type, but shortened namnes are used thereafter.

The -ond X.MESI I card places node( 3 at 1.5 in. The RATIO I):raflleter

specifi( that the spacing between vertical grid lines 2 and 3 should be only

.71 of the spacing between Ii ties I an(l 2. If there were more grid li nes spec i led

in the interval, t hen eachI sutccessivye sim~ce (f'ron i left to right) woul d be .7 1

ais large as the previous space. The additional X.MILSI I cards specify thle

remnuig grid lines, locati ons and1 sp~acing ratios up l to the rightnmost edg-e of'

the s iiriilatioti region at 1.5 jtrn.

rThe Y. Nil :- I card] serves the same fiiunction ;is thle X.mi Cs ii card hut

in the orthogonal direction. 'Tle y axis is positive dlownward . The 1.:st,

horizontal grid line is placed at the top of' the gate oxidIe. The fourth grid

line is p~laced at th e oxidle-semnicorid u1W tot interface and is choseni as the origi mu.

The last grid li ne is placed at the bottomn of the simnudation region, 3pi deep

into the substrate.
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S PREAD)

The SPREAD card is used to distort the grid in the vertical direction

in order to match device surface or interface shapes or other internal device

structure. The operation results in horizontal grid lines which are vertically

displaced on either the left or right, side of the device with a smooth variation

of this displacement across the device. The first two spread cards expandl the

oxide region on the LEFT and] RIGHT sides or the device from the gate oxide

thickness to the field oxide THICKNESs of 4000 A. The secondl two distort

the grid near dhe semiconiductor surface to match the source/draini jiniction

profiles. The first spread card exp~ands the grid between lines I (.1lE?

an(l 4 (LOWVER) specified later as the oxide region, for a WVIITII of' .5 pin

from the LEFT edge of the device. The ENCROACIImenTt factor sIpeciflos the

abruptness of the transition fromn spread to non1-spread gridl. The VOl.IZATio

parame-iter specifies the ratio of the downward displacement of the lower gridl

line to theV net increase in thickness, cor resp~ondling to thle voln me raitio of

silicon consumed to oxide grown iii therimal oxidation.

In the third and fotirth SPRH.AD carols, the UPPER gridl line, thli oxide-

semuicondouict or interface, is not mnoved bUt. the LONVE. lineC is mIoved to

the Y.LOXAII? coordhinate of .41 itrn which is juist below the soulrce/d rain1

junctions. The spacing of all grid lines, in betweenm is changed t RDN

of .7 in ordler t~o prm-ivi~ thle proper gridl placemient. on O le steep s-ouirce/drain

impurity Yprofiles. The( C HAl)INC value is uisedl exact ly like the PI llO

paramieter in the X.NIESiI card.

RICON

The REC ION card is used to define the I NStILATOr and SHMIIC ON IDuc-

tor regions of the~ device. it, cat, also he its(( to rigidly restridt the region of'
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the device which receives impurity doping. Each region must be sequentially

numbered using the NUMBER parameter. The X.LOW, X.IGC II, Y.LOW,

and Y.IIIGH parameters specify the grid lines which bound the region. In

this typical example, the entire semiconductor substrate is contained in one

region, and the oxide in another.

I)OIING

The DOPING card is used to add impurities to the dcvice within the

bounds of the most recent REGION card. The first 1)OPING card specifies

the substrate doping to be a UNIFOIM distribution of P.T l'l impurity

with a CONCENTRation of 2 X I015 cm 3

The second DOPING card specifiet the channel implant as a GAUSSIAN

implant of a ]R.TYPE impurity with a DOSE of 3.4 X 1011 cm - , a peak

(Y.IPEAK) at .18 ttm and CIIAIACTr.lristic length (\12u) of .2401 p1.

The third DOPING card specifies a GAU.SSIAN source doping with a

peak CONClENTRation of,1 X 10i" cm 3 DONIR impurities, with the peak

(Y.IYEAK) at the origin and the junction (Y.J UNCTI) at .1 /til coMputed

using the background doping on the left .:ide (ilA''I1.JUN) of t he dxvlce. The

imp)lrity distribution is specified to be uniform in the lateral direction rrotri

the left edge of the device (by default) to the 1.,5 pir location on the x-axis

(X.RIGIIT). This point corresponds to the right edge of a diflusion or implant

window. Iiie lateral profile beyon~d the 1.5 pin coordinate *, also C aussian

(by default) and the characteristic length in the x direction is; >pecified by

XY.RATiO to be equal to the chrar'teristic lengt h in tOe y direct ion, resulting

in cylindrical junctions.

The fourth DOPING card specifie:; the same dopiing profilh for the drain.

Additional parameters allow tIhe inipuity tylp to he Slcei ficd n; N.'l'Y lI I or
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ACCEPTOR and permit a complementary error function lateral impurity

profile by specifying X.ERFC.

QF

The QF card is used to specify the fixed surface states charge at an

insulator-semiconductor interface. Tile CONCENTRation is 1 X 1010 cm-2

and exists along horizontal grid line number 4 (Y.LOW, Y.IIIGII) from ver-

tical grid line number 3 (X.LOW) to vertical grid line number 27 (X.IIIGH).

E1LEC TRODe

The ELECTROI)e card specifies nodes in the grid at which the potential

boundary conditions will be applied. Each groop of nodes is assigned a

NUIIIBER which is used to reference the group. The node clusters are

specified by the bounding grid lines as in the QF card (X.IO\V, X.lIICI,

Y.LOW, Y.IIIGI). El1ectrode number 1 is the gate, 2 is the sub-trate, 3 is

the source and 4 is the drain.

This is the last mesh-defining card. Reading the next. card terminate's

the MESHl sequence and causes a final computation of mesh par:niet ers and

stores the mesh data in the specified output file.

PRINT

The P RI NT card provides terninal or line printer listings or :a large

variety of simulation information. The information is printed otily for

areas or the device within a window. The' window may be specified by

providing the grid line boundaries (LX.MIN, IX.AAX, IY.MIN, IY.MIAX) or

coordinate boundaries (X.MIN, X.MAX, Y.MIN, Y.MAX). The POI)NTS

parameter prints data associated with nodes in the grid. Other allow-
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able PRINT parameters are: ELEMENTS-nodes composing each triang~c;

GEOMETRY-coupling coefficients; SOLUTION-potential, quasi-FERMI

potential and electron concentration at each node; MATERIAL-detail on

the material parameters for each device region.

PLOT.2D

The PLOT.2D card makes a two-dimensional plot of specified device

characteristics. The plot window is specified by coordinates (X.MIN, X.MAX,

Y.MIN, Y.MAX), which may lie inside or outside of the sinuilation region.

Tile BOUNI)ARY parameter plots the device external boundary, interfaces

and electrodes, JUNCTION plots the metallurgical junctions, GRID plots the

triangular grid, and DEPL.EDGe plots the depletion edges. NO.TOP inhibits

the plotting of tic marks across the top of the plot and NO.TIC inhibits all

tic marks. NO.CLEAR inhibits clearing or the display between plots to allow

superimposed plots. A plot file may be generated by specifying OUTFILE,

and a file name. The resulting plot is shown in Figure A.3. Further plotting

capability is provided by the CONTOUR card to be described latr.

Figure A.2 shows the card sequence which performs the solutions on the

device. In this card sequence, the MESH card merely reads the file MES11

which contains all of the necessary device structure information.

SYM BOLIC

The SYIMBOLIC card invokes the symbolic factorization of the coefficient

matrix for the LU decomposition. INFILE and O(,TFILE are used to read

or write the pointer arrays resulting from the factorization. The l)ISEC'l'

parameter may be used to perform a niested dissection renumlbering on tlhe
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Fig. A.3. Plot or the mesh generated by the PISCES example.

grid. Alternatively, NJINITMIZE may be used to renumber the grid1 by rows

if there arc fewer nodes across a row than down a column. Thie IPR1NT

parameter prints a sunmmary of relevant factoriza1tion parameters.

SETUP

The SETUP card computes the coefliciont matrix and the mniti 1 guess

prior to every solution. It may be followed by a sequence of cards which

specify or modify various device paramneters. The sequence is terminated

when a non-setup-sequence card is encounteredl. Since this is the first solution

performned on this device the INITIAL 1mraumet('r is sp~ecif[ied. Thiiis re"i t s in

a charge- neutral initial guess and] a flat-band bias assigi nment, The lPRIN'1'

parameter invokes a fisting of the SETrUP p~aranieter values on terinination of

the siErT1 sequence. The device THNMPHAZATure is specified to be 300'K.

Trie P.LECTRode parameter assigns the substrate bias (electrode numbier

2) as the hIole (JLasi-F1errn level vah ie. An alternaitive way 1,o se. Hie hole
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quasi-Fermi level is to explicitly specify it with the P.BIAS parameter.

In the second occurrence of the SETUP card (several cards down the list),

the PREVIOUS solution is used as the initial guess for the next solution. The

previous solution is read using INFILE. Actually, reading the solution from

the file was not necessary since the two most, recent solutions are always stored

in memory. INFILE reads a stored solution into the most-recent-solution

array and IN2FILE reads into the second-most-recent solution array. The

device electrode bias levels are set using VI through V9 and VTE'N where

the number corresponds to the electrode number. Here the gate is set to

zero volts. All electrode voltages not explicitly set are kept at their previous

values.

The third occurrence of the SEITUP card demonstrates the use of the

PROJECTion parameter for extrapolating an initial guess from two previous

solutions. Only one electrode bias is allowed to change between the new and

two previous solutions. Iere the gate (electrode 1) has previous values of

flat-band and zero volts and a new value of two volts.

The fourth SETUP card sets the (train voltage to .5 volts.

The fifth SETUP card denionstrates the bias stepping capability of

PISCES. vsTEP sets the bias step size, NSTE1YS sets the numbter of bias

steps, and EILEICTRODe specifies the electrode number (the drain) being

varied. When bias steps are specified in this way, only one SIIl/SOI\"E

combination is require(l for the range or bias stelps requested.

The MAT'lIIAl, card is used to specify the materials ami physical

parameters to be used for the simulation. Material NUI MEI'l? I corresponding

to region numler I is OXI)E'. Other insulator specif(ications allowed are S102,
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NITRIDE, S13N4, SAPPHIRE, and INSULATOr. The relative permittivity

is appropriately set for each of the insulator parameters except INSULA'Or

which requires an explicit PERMITTIvity value. It is optional for tile other

specificatons.

The second MATEIIAL card assigns SILICON physical parameters to

region NUMBER 2. Other semiconductor specifications allowed are gallium

arsenide (GAAS) and SEMICONDuctor. A variety of physical parametors

are set by the SILICON or GAAS parameters or may be optionally set, but

they must be explicitly set for the SEMICONDuctor parameter. N1300 and

EC300 are the intrinsic carrier concentration and energy gap at 300'K, the

PERMITTltivity and electron AFFINITY may be specified, and TI' and TN

are the hole and electron minority carrier lifetimes. A constant MOBILITY

and a carrier saturation velocity (VSAT) may also be specified. L\I,!PIIA

and EGBEITA are terms in the expression for energy gap variations with

temperature:

(1 (T/ 3 00) 2
E9 (T) -1E,(3OO)+a - - T/ _O(.01)

where Eg is the energy gap, 7' is the temperature in 0 K, a is "GAIPlIA,

and 3 is EGBETA. These values are related to those of Sze [A.1] by a

300(x(Sze) and = O3(Sze)/390.

CON 'FA-CT

The CONTACT card specifics the type of material used for tHi device

electrodes. The NUMBER corresponds to the ELECTROI)e n )mber.

Alternatively, ALL may be used to specify with one card that all of the

contacts use the saine material. In the example, the gate is N.POIYSIlicon

and the source and drain are ALUM1NI UM. Other allowed Im t erial,;
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arc P.POLYSIlicon, MOLYBDENum, and TUNCISTEN, miolybdenumi (us-

ilicide (MO.lLS1IL) and tungsten disilicide (TU.DISIL,). Alternatively, the

WORKFUNCtion may be provided explicitly. It is very useful in those situa-

tions where the contact characteristics do not influence device operation to

spccify a NEUTRAL contact. This specification guarantees that there wvill be

no carrier accumulation or depletion at the contact. The sub~st rate contact

in the MOSFE.T simulation, for exaille, is specified in this mnanner since the

simuatedsubstrate contact at the bottom of the simulation reg-ion is mnuch

closer to the surface than the actual s;ubstratc contact.

%101311 TY

The moi rrIy card is, used to specify which of the carrier t ra iusiort an (I

recoinbinaition inodels are to be used in tl1 i siltion. This ca :ii i ty is used

primarily to aid comparison of PISCES to other device siniicl:i ion progr: ums

which (10 mot. have the models. For n ornmal simnulat ions One xou l d t urn on aill.

of the models. The examlple specifies that velocity saturation (SA! ?T

andl impurity concentration dlependlent mobility (CO N,\,l3) he used iii thli

simmulation. The other model parameter allowed is SIIRE( OM f lor S hock ley-

R~ead-I lail recombination. Hach of' these specifications remains in force until

terminated withi a NOVSATUR, NOCON\MOB, or NOSRIIIK :pecification.

ofThe MOBILITY card is the last card in, the SE ,TUPseuece Reading

othe next cardl causes the initial gue~ss lo he generated and 11ll ranmiet ers

to be set as sp)ecified.

SOLVE.

The SOLVE cardI controls the met hod Of Sol ution used in t1e Sin lt ion1.

The first, SOLVE' card in the vxanlple spvcifies that ite(ration iii Ion nation (hin:s,
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charge and current at each electrode) be PRINTed and that the solution be

saved in a file called EXOUTO (OUTFILE). The PRINT parameter can be

terminated using NOPRINT.

The fourth SOLVE card sp-2cifies that the SINGLEPoisson iteration

method be used since significant drain bias is being applied. The default

condition is the MULTIPOisson iteration method. One may also specify

POISSON only iterations in which no continuity equation solutions are per-

formed. The default condition is BOTH where both sets of equations are

solved. The ACCELERAtion parameter specifies that the linearization factor

reduction method of convergence acceleration discussed in the text is to be

used. The default is NOACCELEration. The alternate acceleration method,

overRELAXation is also available with the default ui NORELAX. Thcre are

four levels of convergence available, COARSE, MEDIUM, FINTE and LINJIT

with 'MEDIUM being the default. Each of the first three have succeedingly

tighter convergence limits. The fourth levA.', LIMIT, specifies that a number

of iterations equal to ITLIMIT be executed regardless of the level of conver-

gence. Alternatively, the actual iteration convergence tolerances themselves

P.TOLERance an(I C.TOLERance may be specified.

The fifth SOLVE card demonstrates its use in the bias stepping mode.

No special consideration is required; however, the file name specified by the

OUTFILE parameter will be incremented by one character/digit for each

bias step. Thus 3 different solution files will be saved for this bia:, siepping

sequence; EXOUT3, EXOUT4 and EXOUT5.

The PLOT.2D card has been covered earlier with the card .;equence of

Figure A.1.
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CONTOUR

The CONTOUR card is used to plot two-dimnlsional contours of various

device parameters. EquiPOTENTIA1 contours are plotted at pot(:r.tial

values of MIN.VALUe to MAX.VALUe with DEL.VALUe steps. Other device

contours which may be plotted are quasi-Fermi potential (QF.POTEN),

DOPING, ELECTRON concentration, HOLE concentration, net charge

concentration (NET.CIICG) and net carrier concentration (NET.CAR1?).

Logarithmic contour intervals may be specified by LOGARITIhm. The values

for , IN.VAL e, M\AX.VALUe, and 1)EL.VALUe are then the logarithlns of

the desired values. In order to plot logarithmic intervals of negative values of

NET.CRG or NTT.CARR, the NI'GATIWE parameter must be specified.

The line type to be used in the contour plot may be spe cified using the

LINE.TYPe parameter and an integer value between one and 11. Figures A.A

and A.5 show the potential and quasi-Fermi potential contour plots gencrated

by the CONTOUR cards.
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Fig. AA4. Equipotential contours generated by the example at VC,' 2V and
VDS =2V.

Fig. A.5. Quasi-Ferini potential contours generated by the example at VG
2V and VDS 2V.
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